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ABSTRACT:

This paper deals with a fusion of range and panioramages, where the range image is acquired b &8er scanner and the
panoramic image is acquired with a digital stilinema mounted on a panoramic head and tripod. Tdedlftesulting dataset, called
“textured range image”, provides more reliable infation about the investigated object for conse@mngaand historians, than using
both datasets separately. A simple example of fusf@a range and panoramic images, both obtain&d.iRrancis Xavier Church in
town Opdany, is given here. Firstly, we describe the preadsdata acquisition, then the processing of hlattasets into a proper
format for following fusion and the process of fusi The process of fusion can be divided into anvein parts: transformation and
remapping. In the first, transformation, part, bottages are related by matching similar featuresatied on both images with a
proper detector, which results in transformatiortrinanabling transformation of the range imageooamtpanoramic image. Then,
the range data are remapped from the range image $pto a panoramic image space and stored additional “range” channel.

The process of image fusion is validated by conrmgesimilar features extracted on both datasets.

1. INTRODUCTION

Today, there exist several methods for the purpo
visualisation and documentation of the culturethge (Koska

The interiors of the church are very rich decoratétth severe
Baroque sculptures and frescafie most dominant decorat
is the vault fresco by Josef Kramolin, a Bohemiaimtpa This
church was included into the system of State momtcare ¢

et al.,, 2013; Kemen et al., 2011; Musilek et al., 2001; Pavelkathe Ministry of Culture of the Czech Republic ipabgramm

et al., 2008). Each of these methods providespip@rtunity tc
document an investigated object in a different wHye mos
often used techniques for cultureeritage documentati
include all kinds of photogrammetric methods (oftmages
stereo, 3D models), 3D laser scanning and als@anerami
photography. The last mentioned method can be adtantage
combined with the 3D point cloud acquired with 8i@ laser
scanner and hence provide a new form of datageiturec
range image, which has several advantafyeshis paper tr
fusion process afange and panoramic images is described
paper is divided into several sectiomsich deal with th
mentioned methods and with the process of the rextaag:
creation. Data which we had available were obtaimedhe
Baroque church of St. Francis Xavier in @pay.

1.1 Object of Interest

The St. Francis Xavier Church is situated in thettsenn part ¢
a small town of Opany. It was built in 1732t735 an
replaced the original church which was placed ansike of a
earlier fort. The author of the werebuilding plan was Kilia
Ignaz Dientzenhofer, the most important Bohemiahigect o
the late Baroque era.

* Corresponding author.

so-called Architectural Heritage Rescue Programme.
1.2 Literature Review

The issue oftte fusion of range and camera images has
discussed by different authors (Scheibe et al.42B@:tte et al
2005; Reulke et al., 2003; Kern, 2001. Several maf@echeib
et al., 2004; Klette et al., 2005) describe an @lgm whicl
solves a fusionof laser scanning dataset with images
rotating CCD line camera. An extensive 3D point ¢
generated from several laser range dirsddatasets is textul
with several panoramic images. The transformation oh
types of data into the world coordite system is also mention
A geometric relation between the images and thetmboud i
also discussed in (Kern,2001). A combination 1
photogrammetric and laser scanning systems foptinpose ¢
a complex object modelling is described in thatguags well
To acquire the data, system Callidus with an integravide«
camera is used. The fusion of data obtained wihdigital 360
camera EYSCAN and a laser scanner are mentionddeinlke
et al.,, 2003). The basic principles of image fusame asc
described in (El-Hakim, 2003; Yang et al., 2011).
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2. DATA ACQUISITION FOR RANGE IMAGE
2.1 Acquisition Device

The interior of the church was scanned with a “tiofidlight”

type laser scanner Callidus 1.1 with a range uniogyt® mm
@ 32 m (according to the manufacturer specificalioThe
resolution was set to 0.25 degrees in verticalasd horizontal
direction, which takes approximately 15 minutescdnning in
a full panoramic mode. The scanner
approximately (+ 1 m) to the same place where tlgitad
camera mounted on a panoramic head and tripod efaseb

2.2 Range Image Creation

Here, we will describe the method of converting suead xyz
point cloud in Cartesian coordinate system intostrme type of
coordinate system as panoramic image has, whispherical
coordinate system (see Figure 1 and Figure 2).reasured
data can be exported to a various formats suitédnle3D
applications but we will use a simple ASCII formathathree
columns &, y, z) which we then project to a 2D range image
shown in Figure 1. The 2D range image will be gatest as a
projection of 3D point cloud in Cartesian coordsmaystem into

a spherical coordinate system. The point cloud nisthe
Euclidean local coordinate system having the origimcident
with the center of a rotating mirror used for laseam directing
and z-axis heading to the nadir. The origin of the raigage
spherical coordinate system is in the upper lefnep of the
image. Thex-axis has a right direction from the center, while
the y-axis goes down to the bottom of the imageaxes
represents the azimuthal angleg..,, Wwhile the y-axes
represents the polar anglke.,,. The transformation relations
between both systems are as follows (see Figure 2):
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Tscan = \/xscan + YVscan + Zscan

and wherexg.on, Vscan» Zscan are Cartesian coordinates of the
scanner local system.

Because the computed spherical coordinadgs,,, Oscan,

generally do not match the exact centre of thelpixe have to
interpolate the proper value. The simplest possitig to round
the values to an integer, which is the method ef tlearest
neighbour. A more proper method consists of trideting the
point cloud, removing long triangles and trianglesth

improper incident angle and interpolating each reeof pixel
by computing the intersection of the ray and prapangle of
the net. The ray vector is defined by location lbé tpixel

(@scans Oscan) In spherical
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was positionec

coordinate system. Cartesian

coordinates of the ray vector can be simply congbutsing
trivial relations (see Figure 2). This method ofenpolation is
linear. Since the ray-triangle intersection, calédsb “collision
detection” is time consuming process, some kindoctree
structure of triangulated point cloud is needed.

>
>

(Pscan

Bscan

Figure 1. Range image in scanner local sphericaidooate sys.
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Figure 2. Relations between Cartesian and spherical
coordinate systems.

3. DATA ACQUISITION FOR PANORAMIC IMAGE

The second type of our dataset used for image riugoa
panoramic image of the interior of the St. FranXiavier
Church. The panoramic image consists of severalvinhal
images which are stitched together by approprisftevare.

3.1 Acquisition Device — GigaPan Epic Pro

GigaPan Epic Pro is a unique robotic camera maowarited by
the GigaPan Systems Company. This version of a pamor
head, which is shown in Figure 3, is especiallyenated for
DSLR (digital single lens reflex) cameras and presidvide
range of motion — 360° in horizontal direction wéh-65°/ +90°
tilt. The range of motion enables image capturing dmost
spherical panorama. This is very useful for interio
documentation. GigaPan Epic Pro provides many tiinge
possibilities including an actual field of viewm& per picture,
pictures order or overlap size. Moreover, it iseaty capture
HDR (high definition range) images.

Figure 3. GigaPan Epic Pro
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3.2 Acquisition of the Images

Our intention was to capture almost the whole dSpher
panorama of the interior of the church. The tripaith
panoramic head and the DSLR camera were placee icettitre
of the nave of the church. All images were takethwi Canon
EOS 20D digital camera with the parameters shovifaivle 1.

Focal length 22 mm
Aperture F11.0
ISO 200
Exposure time 1/8 seq

Table 1. Camera parameters during the image adquisit

Altogether, 96 images were taken with a 40 % ofrlage The
most important thing, which cannot be neglected,this
precision of the position setting of the cameratloa GigaPan
device. The lens input pupil should be placed m ¢kenter of
rotation of panoramic head to avoid parallax whizduses
unwanted discontinuities. The elimination of thegax is very
important in the case of very close objects.

3.3 Panoramic Image Creation

Next step is creation of a panoramic image. It bandone in
many specialized software. Each software diffepsifiothers in
used algorithm. As it was mentioned in (Salemilet2®05) the
main difference is not in the result but in the qagsing time.

The GigaPan Systems Company developed its own QGigaPe

Stitched software. This software enables to brothssugh the
spherical panorama, it can be rotated and zoomethéwutput

is only a panorama where the top and the bottone sid

correspond with the settings of panoramic head. @héhe

disadvantages of this software is that it is natsflnle to set the
centre of the resulted panorama. So in the casehioh the

centre of the panorama is required to be the centige vault it

is then impossible to do it. The other disadvantage hole

which is caused by faulty stitched row of upper gem —

appears when the panorama has to be rotated isofheare.

This problem is displayed in the Figure 4.

13 m T ‘ ™
Figure 4. Faulty stitched panoramic image with Giga
Software

Many of other software aimed at images stitchingehbeen
developed, for example Microsoft Image CompositetdEdi
PTGui, Panorama Plus and Hugin. The last mentico#tvare
is based on an open-source library PanoTools aatles the
user to influence any step of stitching processoun case the
Microsoft ICE was used as alternative solution. Téo&tware
belongs under the Microsoft research departmengiviés us
satisfying results, full stitched panorama (withaay hole) and
it enables the setting of the central positionhef panorama and

also the possibility to select the final projectidm example of
full stitched panorama is shown in Figure 5. Thawdack can
be seen in the inability of editing matching poiststhe result
cannot be manually controlled. So, in case it isegsary to edit
control points, Hugin software seems to be verytable

solution.
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Figure 5. Panoramic image from Microsoft ICE

The resulted panoramic image can be seen in thed-& It is

almost the full spherical panorama with only thacgpunder the
tripod missing. Unfortunately, due to the secupblicy of this

church, which states that no inventory inside therch can be
publicly shown, we had to blur the inventory.

Figure 6. Panoramic image of the St. Francis Xa@imurch

4. RANGE AND PANORAMIC IMAGE FUSION

The process of fusion can be divided into two mparts:
transformation and remapping. In the first, transation, part,
both images are related by matching similar featdetected on
both images with a proper detector, which results
transformation matrix enabling transformation of thange
image onto a panoramic image. Then, the range deta
remapped from the range image space into a panoliamige
space and stored as an additional “range” chafihel.process
of image fusion is validated by comparing simil@atures
extracted on both datasets.

4.1 Transformation

Because the scanner local coordinate system hasfemedt
position in space than the coordinate system ofoamic
image (see Figure 7), the range image cannot bghsowerlaid
on the panoramic image. For that reason, we havatsform
the 3D point cloud to the coordinate system of pamic image
before generating a range image and before thagysiocess
can be done. Therefore, we have to estimate trevmders of a
Euclidean transformation (translation and rotatidrje relation
of both coordinate systems can be expressed withgus
Euclidean transformation as:
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Ppano = T pscan %)
where:
Xpano Xscan
Ypano YVscan
Ppano = |, ’ Dscan = |7 (6)
pano scan
1 1
1 Tiz T3 Sk
_|T21 T2 T2z Sy @)
31 T32 133 Sz
0 0 0 1

and where (according to previous relation 5):

Xpano = Xscan"11 T YscanT12 T ZscanT13 T Sx

Ypano = XscanT21 + YVscanT22 + Zscan23 + Sy (12)

Zpano = Xscan?31 T Yscan?32 T Zscan?33 1 Sz

and where @pqn0, Opano denotes the spherical coordinates of
the panoramic image. From equation (12) we can S,
Cartesian coordinatgs,.,, serves only as a substitution. We
introducedp,an, ONly in order to derive the basic relation (5).
The observation equations have to be supplemenitd av6
conditions (vector base orthogonality and the uwsiite of

where p,qan, are Cartesian coordinates in panoramic systemiransformation vectors) for the parameters of diationry,:

Pscan are Cartesian coordinates in scan systdmjs the
transformation matrix, r,, are parameters of the rotation and
Sx, Sy, S, are parameters of the translation. All relatiose the
homogeneous form of coordinate system.

Zscan-aXiS
(1,,0) scan

Vscan-aXis

Xscan-aXIS

Zpano-AXiS

,,,,,,,,,

Xpano-aXis

Figure 7. Relations between scanner and panoramerispl
coordinate systems.

The observation equations can be then expressed as:

1
Ppano = 21 — <tan‘1 (?ﬂ) +§n) for Xpano =0 (8)
pano

3
Ppano = 2T — <1:an‘1 (im) + —n) for Xpano <0 (9)
pano

Z
BOpano = cOS™? <M> (10)
Tpano
where:
Tpano = \/xz%ano + ygano + Zz%ano (11)
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T11721 + TiaTo2 + 113723 = 0

T11731 + T1aT32 + 113733 = 0 (13)
T31T31 + T22T32 + 123733 = 0

T11711 + T2tz F 3z — 1 =0

T21T21 F ToaTa2 + 123723 —1 =0 (14)

T31T31 + 132732 + 133733 — 1 =0

The estimation of the unknown paramet&rgan be done, for
example, with the method of least square adjustmsnt
elements with constraints (Fan, 2003), where theedation
equations are (8), (9) and (10), the constraingE8eand (14),
the unknown parameters arg ands,, sy, s,, the observations
are @Ypano» Opano and the feature poinB.,,. Inasmuch as the
location of the scan coordinate system is very eclas the
panoramic coordinate system, the approximate unknow
parametersX, can be set elementarily. The solution is briefly
introduced in following relations (15-18).

X=X,+dX (15)

where:
[4X] = ATPA A,C]‘l [ATPL] (16)

A Ay 0 d
where:
-1
Cc
Uo_apriori
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where:

C =BC,BT + ¢ (18)

where A is the matrix of partial derivative of observation
equations according to the unknowds, is the matrix of partial
derivative of constrain equations according to uh&nowns,L

is the vector of differences between observatiofns,,, Opano
and observation equation function with approximeaaties of
unknownsd is the vector of constrain misclosures computed b
using approximate values of unknownd. denotes the
Lagrangian multipliers.C; is the covariance matrix of
panoramic image coordinatesgpne, Opano): C2 IS the
covariance matrix of scan Cartesian coordinalgg,f) andB

is the matrix of partial derivative of observati@yuations
according to the scan Cartesian coordinalgs,f,)-

As can be seen from equation (18), the tightnedhetontrol
points (features) can be set by changing the weight
covariance matrix of either observed panoramic &nag
coordinates or observed scan Cartesian coordinates.

4.2 Feature Detection

The most reliable features, that are visible orlwtages, were
manually marked on both images. The placementeofehatures
is visible in Figure 9. These features were usedingasit
observations for estimation of the transformatiarameters.

4.3 Remapping

Now, when we estimated the transformation pararmeter
between the scan and panoramic coordinate syst@mgan
transform the point cloud and generate the neweadntage,
which will have the same spherical coordinate systs the
panoramic image has and can be therefore addednas
additional channel of the panoramic image which fivish the
fusion process.

4.4 Validation of the fusion accuracy

The accuracy of the fusion process will be validaby using
statistical results from estimation. 45 featurengoiwere used
overall. The a priori standard deviation of the g@aoordinate
measurements (on panoramic ima@e),, was set to 0.25
degrees in both axes (approximately 3.5 pixels @areoramic
image of size 5000 x 2500 pixels). The a priorindtad
deviation of the 3D coordinate measurements (oai@t gloud)
Oscan Was set to 30 mm in all axes. The a priori stashaaror

of unit weighte®" was set to 0.25 degrees. The a posterior

0

standard error of unit weighty"’ was estimated to 0.23
degrees, which makes error of about 41 mm in sjpadbe
range of 10 meters. This is approximately what wpeeted.
The estimated residuals of image coordinates medson

panoramic image are shown in Figure 9.

5. CONCLUSION AND FUTURE WORK

In this paper two different techniques for cultuneritage
documentation were presented — panoramic imageramge
image. The fused resulting dataset, called “texturange
image” shown in Figure 8, provides more reliabliimation
about an investigated object for conservators aistbtans,
than using both datasets separately. The estimstitard
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deviation of image coordinates is 0.23 degreeschvlis in
accordance with the accuracy of used laser scarnethe
future, we would like to test the fusion processhwa much
more precise scanner Surphaser HSX_IR. With thasrser, it
will also be possible to test some of the automé&iature
detectors.
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Figure 8. Fused image. The transformed range irhagdeen overlaid over the panoramic image anadély cropped in order to
visually show the correctness of the estimatiotrarfsformation parameters.

Figure 9. Estimated residuals (green arrow) betviaige coordinates of the features in panoramicdioate system (red circle)
and adjusted value of the features (green arrowWtedtat adjustment. The real value of estimatediteds is very small and was
therefore scaled to 1:50. The visual examinatioresidual vectors does not indicate systematia erro
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