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ABSTRACT:

In this paper the use of ICESat/GLAS laser altimégeestimating multi-temporal elevation changesoftar ice sheets is afforded.
Due to non-overlapping laser spots during repessgm interpolation methods are required to makgadsons. After reviewing
the main methods described in the literaturessover point analysiscross-track DEM projection, space-temporal regressions), the
last one has been chosen for its capability of idiog more elevation change rate measurementssiEmlard implementation of
the space-temporal linear regression technique has been revisited and improved to betipe with outliers and to check the
estimability of model's parameter&LAS data over the PANDA route in East AntarctiGé been used for testing. Obtained
results have been quite meaningful from a phygoait of view, confirming the trend reported by fiterature of a constant snow

accumulation in the area during the two past des;addike the most part of the continent that heeblosing mass.

1. INTRODUCTION

1.1 GLAS laser altimeter on-board of ICESat satellite

and a pointwise comparison is not meaningful. Therses
situation happens in significantly sloped terraiffhe low
resolution of GLAS data also prevents the use ofMDE
interpolation for comparison, being this solutioiten adopted

The GLAS (Geoscience Laser Altimeter System) sensof, |aser scanning practice to overcome the probbénpoint

onboard ICESat satellite offered unprecedented ttevaata
of Earth surface topography from 2003-2009, whestdpped
working due to the failure of its primary instrumeiNSIDC,
2013). The main aim of GLAS sensor was the measemeof
elevation changes over ice sheets, especiallyhfoitwo major
polar regions of Antarctica and Greenland. Considerihe
difficulty of operating airborne laser scanningffits over such
areas (Young et al.,, 2008), GLAS provided the nmstise
laser altimetry data so far. These have been arpldor many
purposes (see Moholdt et al., 2010) but the prooiiaif digital
elevation models (DEM) and the measurement of &tmva
changes are undoubtedly the most important achientm
(Shepherd et al., 2012). DEMs derived from ICES# dan be
considered as the highest-precision surface madéstarctica
today available (DiMarzio et al., 2008).

Considering the global warming is melting the iceesl (Kerr,
2012), the accurate evaluation of elevation chaaghe first
step for computing ice mass balance. This can beesgively
adopted for estimating the contribution of ice-imgjtto sea-
level rise in the next decades. This paper wolkel 10 focus on
this aspect and in particular on the change detet¢échniques
for comparing multi-temporal GLAS data.

As well known, comparing laser scanning data igémeral a
non-trivial task, due to the imprecise relocatidiaser beams
and to the contribute of several error sources lwhiery often
result in a measurement uncertainty larger tharvastm
variations to evaluate (Scaioni et al., 2013). e tase of
GLAS data, this problem is emphasized due to athmersp
disturbances, signal saturation, large spot sizt the large
sampling distance, especially across tracks. Comseiyy
different portion of grounds are measured duringeat passes
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relocation. In Figure 1lan example of data acquisitiuring the
same ICESat GLAS campaign is reported, highlightihg
Amery Ice Shelf region where the test reportedchis paper is
focused. Here the presence of large areas withoytdata is
clear, especially in the coastal zones which arstijmterested
by the larger elevation changes along time. CompafiEMs
obtained from ICESat data may be worth only in theecof
very large study areas, like when working at thatioental
level (see e.g., Bamber and Gomez-Dans, 2005).

The aim of this paper is to define a methodologycfumputing
elevation changes from GLAS data over Antarctica. tie
moment, a smaller study area has been selected;hwhi
located in Mac Robertson Land (East Antarctica) loa west
side with respect to Amery Ice Shelf. This regiqoresds
around the so called ‘PANDA’ route from the Chings®ar
station of Zhongshan to Dome Argus. The route hesnb
investigated since 1997 by several scientific eipets (Ding
et al.,, 2011), which provided several datasets eamicg
surface and sub-surface data. The integration efagbn
changes into this dataset is expected to improgettowledge
of the dynamics of ice flows and other glaciologipeocesses
in the area.

Starting by reviewing some state-of-the-art methoids
computing elevation changes (Subsect. 0), the pprgoses
some improvement to a method based on space-teimpora
regression, which is applied to the study areat(2¢c
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Figure 1. Visualization of tracks of ICESat/GLAS @aluring a
campaign (¥ March-11 April, 2009) over East
Antarctica.

1.2 Methods for comparing GLAS data

The main methods that have been adopted to conafexation
changes in satellite laser altimetry relied on lospatial
interpolations ¢rossover point analysis andcross-track DEM
projections), or on the estimate gpace-temporal regression.

In Moholdt et al. (2010) a review and some comjoess
between different methods over the same area poesteg.
Other approaches can be found in the literaturéiwére based
on more involved techniques for time series ansl{Serguson
et al., 2004; Nguyen and Herring, 2005; Smith e2@D5), but
basically are similar to one of the three main rodth

The basic concept of the first two approaches imterpolate
the original laser points to compute comparableatiens in
the same positions. With reference to Figure 2ra,the

crossover point analysis, one ascending and one descending

tracks are compared in the points where the triags loverlap.
Here elevationsH,, Hg) are linearly interpolated on the basis of
the two closest points in each track, then theed#ficedH g =

Hg - Ha is computed. This technique is the most precis
(Brenner et al., 2007), because the short along-Bpacing of
two GLAS points allows comparing points which asgwclose

in space. Consequently the interpolation error igeqsmall,
being average slopes on ice-sheets quite smoath than 2°).
For this reason, crossover point analysis is at®ulto evaluate
the intrinsic data quality by using data collectea close time
(see Subsect. 2.2). On the other hand, the nunft@ossover
points is quite limited, as can be seen in Figurearid this
method is not suitable for detailed analysis oflsnegions.

Planes:
- slopes.
- dh/dt

\ 700 m
\

\
Profile A Profiles: E FGH I

Figure 2. Three main methods adopted for calcidagievation
changes (figure from Moholdt et al., 2010); a)
crossover point analysis; b) crosstrack DEM
projection; and c)space-temporal linear regression
over regularly spaced windows.

The cross-track DEM projection method is based on the use of
an independent DEM for compensating
topographic differencedtpgy in Fig. 2-b) between different

the unknown

points (Slobbe et al., 2008). To limit the slopdtined error,
which depends on the quality of the adopted DEM &l
distance between points to compare, the analysestsicted to
repeat-tracks featuring a small separation betweem (usually
less than a few hundred metres, depending on dpe)s!

The third approachspace-temporal linear regression) tries to
overcome the limitation of the previous techniquegending
the area where information can be retrieved anddag the
use of an external DEM. Indeed, over large polgiores the
most existing DEMs are based on data from radametity,
which suffers for large non-modelled errors in aresith
steeper slopes (Bamber and Gomez-Dans, 2005). Bbimg t
GLAS data too sparse to provide a sufficient cogerdor
continental-scale DEMs, ERS 1-2 radar data have lad¢sm
integrated to laser altimetry to produce a topolgi@apnodel of
Antarctica that exploits the higher precision of thtter and the
better spatial resolution of the former (Bamberl¢t2909). On
the other hand, this improved model is still ndtyfueliable in
sloped areas. Howat et al. (2008) proposed a mdihedd on
the contemporary estimate of local topography ardpbral
elevation changes on the basis of a laser poirtsdatollected
over time into a spatial window (see Fig. 2-c). ikehr
regression model is used for the Least SquaresdttBate of
a local average plane (parametegsand ay that correspond to
slopes in East and North directions, respectivdlipder the
assumption of constant elevation change rdid/df) in each
window, model parameters are related through theéetno

dH, dE, dN, dt ag A
o= : : a. |+ @)
dH,| |dE, dN, dt, ||[dH/dt| |v,

In Eqg. (1), dg, DN, and dH; are East, North mapping
coordinates and ellipsoidal elevations referredh®e average

Sralues in the selection window. The advantage ohsuethod

is to enlarge and to densify the number measurematihough
it cannot output elevation changes but the cormeding

velocities computed across more observation epoonsthe
other hand, the interest of research is more @tkah detecting
medium and long term trends than having precisegés on
limited time span (Shepherd et al., 2012). This raagh

accomplishes independent analyses over windowsp®hition

of each window is selected along a regular orthagamid,

which may be aligned to the main track directioanMoholdt et
al. (2010), some details on the implementatiorhisf technique
are given, in particular on the need of removingiexs from

the dataset by establishing an empirical threshatd the
estimated residuals in Eq. (1) after LS regression.

1.3 GLAS/ICESat data characteristics

The ICESat/GLAS instrument operated 17 observation
campaigns of approx. 35 days each from 2003 to .2008its
were planned to obtain repeated ground tracks (prdfiles are
usually available within a ground swath of a fewntred
metres). Unfortunately, some tracks are not coraptkie to
thick cloud absorption. Three annual campaigns were
accomplished from February-April, May-June, and dDet-
November (see Table 1).

The acquisition of altimetry data was accomplistugdusing
1064 nm laser pulse transmission and measuringritgedelay

of surface echo returns (Zwally et al., 2002). To@-print size
was 52x95 m until summer 2004 (Laser 1/2), and 47w6
since fall 2004 (Laser 3). The spacing of lasemfsoialong
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tracks is 172 m, while it is much larger acrossksa(e.g., at
70°S Lat is about 20 km). The accuracy design efatlon

measurements was about 15 cm over gently slopedirter

Fricker et al. (2005) proved that accuracy abouatbcould be

reached, but this performance sharply dropped dower

sloped terrains and in the case of unfavourableospimeric

conditions resulting in forward scattering and deie

saturation (Yang et al., 2010).

Different datasets can be downloaded from NSIDC 3201
whose selection depends on the application enviemtice,

cloud, water land topography (Duong et al., 200f@ta® and

Filin, 2011).

In this study we have adopted the dataset GLAlZL&y

release 32. No pre-processing and corrections ofiimded

data have been carried out, being the aim of owgsitigation to

apply existing satellite altimetry products.

2. APPLICATION OF SPACE-TEMPORAL
REGRESSION

In some cases a high density of elevation changereétions is
required. This occurs for instance when small negide.g.,
single glaciers or coastal areas) have to be igatst. In the
case of the PANDA route depicted in Figure 2, meci
elevation changes are not mainly motivated by tkiension

study area, but some exceptions are expected ionegvith
deeper slope or rougher surface (e.g., due to sthaves of
crevasses).

The reasons for preferring this method to othersewéi)

crossover point analysisgave too sparse results; (ii) no precise

DEMs were available in the region of PANDA routspecially
in the coastal region; and (iii) the chance to havdarger
redundancy to better locate outliers and understand-
modelled systematic errors.

The workflow of the adopted procedure is showniguFe 4. In
the first stage, GLAS data are prepared to be irtputhe
regression estimate, including some basic tasksddordinate
transformation (from geographic to UPS mapping gydtem)
and point selection into the Region-Of-Interest (ROI)
Ellipsoidal elevations with respect to WGS84 eltijgsare used.
In addition, the input data do not entail the tréckm which
each point comes from. This information is recouderem the
analysis of geometric and temporal point proximifyrack
identifiers will be used in the following procesgistages.

The ROI is subdivided into regular window sizid§ and AW.
The spacing between different window® (and dW) can be as
large as the window size, can be smaller with gladverlap
between windows, or can be larger with consequeaintation
of sampled data. General considerations on metfadarea-
based’
discussed (see e.g., Scaioni et al., 2013).

(ca. 26310° km), but by the need of in-depth analyses focused

on looking at correlations between diverse obsermatin the
area (bedrock map, ice-flow velocity, slope, elmrathanges,
snow density, wind speed and others).

For this reason the attention was put on extraa@mgser, more
precise and reliable information on elevation clendrom
GLAS data.
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Figure 3. The location of the study area (with bedders) along

the PANDA route from Zhongshan Station to Dome

Argus in East Antarctica.

2.1 Method description

The method applied here was based on dbeece-temporal

linear regression described in Moholdt et al. (2010) and

reviewed in subsection 1.2. Some improvements Hzaen
introduced to better cope with errors in GLAS datal with
approximations related to the adopted method. Maeahe

/" Data nput

v

Diata pre-processing (extraction of
ROL. track assipnment. coordinate
transformation, coordinate
normalization)

v

Extraction of regular sampling
windows

v

—b| Cvele on each window { |

v

‘ Assgn points to window ‘

v

Check consistency of sample ¢
min Fpoints, min Firacks min
time span

v

Least Squares estimate of s
£ linear regression

¥

‘ Test on blunders (remove points)

v

‘ Data snooping (remove points)

v

Test on regression parameter
estimability (add constraints)

v

Record solution for window ¢
Move to next point =1 (if any)

v

‘ Output of results ‘

v

‘ Post-processing analysis ‘

Tll

-

functional model described in Eg. (1) is based d&wm t Figure 4. Workflow of thespace-temporal linear regression

assumption that the same elevation change occtininvéach
sampling window. This hypothesis is quite accemtaibl the

method for estimating elevation change rate over ic
sheets.
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Data are selected into each sampling window. Sasts tare
applied to check the consistency of the datasegrding to the
number of points, the number of involved tracks] #me time
span of selected data. This check is aimed to ametdbility in
the estimate of the LS solution, which is carry oustandard
way after normalizing point coordinates with resptr their
average values inside each selection window.
Two different tests are adopted to cope with orgli@he first
test is based on the use of an empirical thresfosldemoving
blunders, as also reported in Moholdt et al. (201Dhe
expected number of such errors is quite small d®y tare
removed to speed up the process. A second stdeiotitlier
rejection has been included to iteratively rejecalier errors on
the basis of standardata snooping (Baarda, 1968). This
solution resulted in increasing the number of reeabpoints.
A third group of tests concerned the statisticghiicance of
the estimated parameters, and the analysis of latioms
between them. In the case one of the slope caoaflicg anday
cannot be estimated with statistical significarniteyalue is set
to zero and the solution constrained by introducnweight
matrix W.. The solution can be worked out as follows:
%=(ATWA +W, ) ATW dH (2)
wherex is the solution vectoA is the design matrix computed
on the basis of functional model in Eq. (¥, is the weight
matrix of observations in vector dH. HaAé has been set equal
to unary matrix, because there was not any evideofce
assigning different weights. The slope parameterge hbeen
also constrained when they showed high correlatioith
elevation change ratiH/dt (larger then 0.9).

2.2 Experimental results

The approach described in the previous subsectasn been
applied to the region around the PANDA route shawRigure
3. Two series of 7 campaigns of GLAS data have laelepted.
The first one included data gathered in the petietdveen
February-April, i.e., at the beginning of the aaktautumn
(hereafter referred to as ‘Aut’ dataset). The sdcqeriod
spanned between September-November (austral spridpr’).
A preliminary evaluation of the data quality hadebecarried
out by computing elevation differencescabssover points by
using all data belonging to the same campaign. Resuk
reported in Table 1, which also gives a descriptainthe
properties of different GLAS datasets. As can Enséhe data
quality seems to improve from the first to last sioss, as
probable consequence of the adjustment of sateltite sensor
parameters. The same processing method had beé&adapp
the NSDIC to all datasets. Indeed, in any new dalzase, all
existing campaigns are re-processed to maintaiongogenous
data quality. Another important fact to note is firesence of
very large maximum absolute values (several metmgh)ch
means some local disturbances exist.

The processing scheme was independently appliathtasets
collected during different seasons of year. Thigioh was
motivated by the presence of seasonal changes due
accumulation during winter and ablation in summg&he
analysis has been first applied to the entire regimound
‘PANDA’ route. In a following step, a smaller areaound
Dome Argus has been investigated in greater detail.

The selection of processing parameters has revealdie a
crucial point in the application of this techniquie.Table 2 an
overview of the adopted parameter settings per egphriment
run is shown.

The first group of critical parameters incorporaties window
size QE, AW) and the spacing between different windowi, (
A). Also the orientationd) of the grid adopted for window
selection can be aligned to the axes of mappingdioate
system, or can be rotated to follow the directidn@ESat'’s
tracks. Indeed, in Moholdt et al. (2010) the agdlan of this
method was based on quite small windows (700 mgatoack
and a few hundred metres across track, dependinghen
separation distance between different tracks) whdigection
was aligned to the track direction. A 50% overlegswsed. No
mention to the joint use of both ascending and etediog
tracks is done. On the other hand, the processtaseata
concerned small glaciers only. Here a differerdtstyy has been
preferred to cope with larger areas over ice sheatken
processing the whole ROI along the PANDA route, r@da
selection window has been setup. After differenstse a
window sizedE=AW=2000 m with a partial overlap of 500 m
has been used. This means that 25% of points iedtetween
two adjacent windows in both row and column di@ts. The
direction of the grid driving the window selectidras been
established along the orthogonal axes of the mappin
coordinate system. Both ascending and descendiokstizave
been included in the selection. This has resultedsome
problems, as shown later.

The adopted window size has been a trade-off betwhe
assumption of constant elevation change inside gaatiow,
which established a superior limitation, and theecheof a
consistent set of point to allow a stable solutminthe LS
regression (lower limitation). A smaller window sizvas used
to analyse the area around Dome Argus (see TablEhi) was
motivated by some bias on the average estimatédugds that
has been found after processing the whole ROI.

The second group of parameters (of selected pojpts min.
no. of tracksyn,, and min. time spadt,,, in a window) also
has resulted to be quite influencing on the fingtomes. A too
strict selection of these parameters has turnedmirtclude a
limited number of regions in the analysis of elésatchange.
On the other hand, too loose values resulted imalilgy
problems. The whole datasets ‘Spr’ and ‘Aut’ haetb also
processed by considering half the whole time spaGloAS
data (2003-2006 and 2006-2009). Results are separate
discussed in following paragraphs.

year months # #tr | crossover point analysis of
points differences [m]
# |mean| std. max
dev. abs
2003 Feb-Mar | 33795 63 | 219| 0.17 1.65| 15.98
2003 Sep-Nov | 57466 96 | 361| 0.00f 0.92 6.66
2004 Feb-Mar | 28476 47 | 117| -0.03] 0.92 6.68
2004 Oct-Nov | 28710 61 74 | -0.17] 1.67 7.49
2005 Feb-Mar | 31814 53 | 142| 0.03] 0.81 6.27
2005 Oct-Nov | 33478 59 | 129| 0.28 2.37 21.24
2006 Feb-Mar | 27392 56 | 124| -0.10 1.16 4.19
2006 Oct-Nov | 30600 55 | 136| -0.04 0.83 2.79
2007 May-Aug | 32670 57 | 145| 0.01 0.74 3.58
2007 Oct-Nov | 39353 59 | 161| -0.08 0.73 4.13
; 2008 Feb-Mar | 38300 57 | 181| 0.08] 0.67 2.51
2008 Oct-Nov | 36820 63 | 175| -0.04 0.47 1.37
2009 | May-Aug | 12722 42 | 24| 0.09] 0.19 0.61
2009 Oct-Nov 4637 18 8 0.28 0.2§ 0.61

Table 1. Characteristics of different campaigns &AS data
adopted in experiments and results of crossovent goialysis
to check data quality (‘tr': tracks; ‘max abs’: mabsolute
value).
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As can be seen from Table 2, the space-tempomipiofation
adopted here provided a large number of velocdté&lt w.r.t.
crossover point analysis reported in Table 1.

2.2.1 Analysis of the whole ‘PANDA’ route area. The

average computed velocity is slightly different7(Zm/y for

‘Spr' and 6.4 cmly for ‘Aut’, respectively). Althgh this

parameter has to be carefully considered becauskeofarge
variability of estimated velocities in the ROI, thebtained

values are meaningful. First of all, the higheuesfor the ‘Aut’

accounts for the major accumulation typical of tbalder

seasons.

SecondlyZwally et al. (2005) reported results on the evidua
of mass-changes in Antarctica for the previous deck992-

2002. Their outcomes highlight that in contrastwiiie general
trend of the continent which is melting, the regiBast of

Amery show a tendency to accumulate ice with a oétea. 5

cmly.

On the other hand, the variability of these resustsquite

evident from plots in Figure 5, including areasao€umulation
and loss. In particular, two aspects should bechote

The first concerned the presence of large valuestimated
dH/dt on areas where ascending and descending tracks
overlapped. The problem is more evident in thehesrt area
closer to the see, where the spatial density oembsion is

lower. This suggested that systematic errors lgrgdiected

some tracks, probably due to satellite orbit deiteaton. In

these areas an in-depth analysis of theoreticalracg of the

Similar results in terms of average velocities hagen obtained
in the two periods for ‘Aut’ and ‘Spr’ datasets. tlne case of
‘Spr,” estimated velocities are very close betwdem (4.1 and
3.9 cmly) and also near to the value (3.7 cm/ypioled from
the analysis of the entire period 2003-2009.

Results from ‘Aut’ did not show the same, yet quitailar (6.4
cm/y in 2003-2009, 10.6 cm/y in 2003-2006, and &8y in
2006-20009).
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Figure 5. Plots of estimated elevation change rétesm/y)

over the whole ROI. In the upper and lower plots the
results obtained from ‘Spr’ and ‘Aut’ campaigns are
shown, respectively. Colours of different points

estimated velocity showed some values larger tharaverage
one. While the average residual over all windowguige small,

some large biases (tens of cm) have been fourttkineigion of
Dome Argus. For this motivation, a specific analysif that
region in described in next paragraph 2.2.2.

In a second stage, the analysis of the whole RQogidering
two distinct periods (2003-2006 and 2006-2009) baen
repeated. The input parameters have been tunedp® with
the smaller datasets. This resulted in much lovatimated
dH/dt.

represent the estimated average velocity, according
the scale in colorbars on the right.

2.2.2  Analysis of the Dome Argus regionThe area around
Dome Argus is the one presenting the steepestsidge?°) in
the region of ‘PANDA’ route. Moreover, this is al$be area
with major snow accumulation, being nearer to tbets Pole.
To better investigate this region, an independertyais has

ROI PAN | PAN | PAN | PAN | PAN | PAN | DA been performed, after tuning the parameter sgtt'rmglsgal with
Time span 2003 | 2003 | 2003 | 2006 | 2003 | 2006 | 2003 the smaller dataset. Data from ‘Spr’ campaigns sipanthe
2009 | 2009 | 2006 | 2009 | 2006 | 2009 | 2009 whole period 2003-2009 have been exploited.

Sg;jg;s s;’r A;“ S‘j{ Sp4r A‘jlt ALZ 5”; The results have been quite satisfying, eitheeimtof number
#points 231064 205169] 150254| 111410| 121477| 111084| 41719 O €levation change rates computed (623), and im tef
s#racks 410 385 271 195 219 212 3d precision. An averagedH/dt=5.6 cm/y was found, which
AE, AV [m] 2000 | 2000 | 2000] 2000 200 2000 800 resulted to be similar to values found in otheradats when
&, IV [m] 1500 | 1500 | 1500/ 1500 150 1500 640 ysing the same ‘Spr’ campaigns. On the other hgnedslightly
Ninin 20 20 15 15 15 151 121 |arger value obtained in Dome Argus is motivatects major

At [y] 4 4 2.5 25 2 25 3 . . . e
F— 2 7 3 3 3 3 1 snow accumulation here. Dispersion of velocitie®43 times
Hresults 2247 | 1439| 824 519 271 704 623 Smaller than found from other dataset, as expemedidering
Mean dH/dt 3.7 6.4 a1 3.9 106 8.6 5.4 the_smaller size _of the_ study_area. The most sagmt
[em/y] achievement consisted in the improvement of theramee
[Sctr?q}g?"'d”’dt 227 | 219 | 303| 297 283 31 126 residuals, with a significant reduction of largad®d points.
RMS meanv; 7.8 75 5.6 51 4.4 4.8 3.9 Elevation change rate 2003-2009 Autumn (Dome Argus)
[cm] . TR OO POt OO PP OON U OU D FUPRURRURPRPOROt
Mean#poinis | g4 | 267 | 207| 196 194 187 157 .| : : N
p.w. : : 40
E//I]eanAtp.W. 4.9 4.5 2.9 26 2.4 28 44 (L] I IE FRRIN SIS SIS SN SR SRS 20
= . 0
'F\)"Svan Aracks | 54 | 51| 35| 31| 31| 35 54 £»f . 20
Table 2. Dataset properties, input parameter gsttamd results 2850 B

of experiments described in Subsect. 2.2. Statistic

I I i I j
2220 2240 2260 2280 2300

Morth [kin]

I i
2160 2180 2200

results have been averaged over all windows (PAN:

‘PANDA’ route area; ‘D-A: Dome Argus area;
‘p.w.": per window).

Figure 6. Plots of estimated elevation change ré@itesm/y) in
the area of Dome Argus.
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3. FINAL DISCUSSION AND CONCLUSIONS

This paper has discussed the application ofstlaee-temporal

DiMarzio, J., Brenner, A.C., Schutz, R., ShumanA.C.and H.J.
Zwally, 2008. Glas/icesat 500 m laser altimetryitdigelevation model
of Antarctica. National Snow and Ice Data Cente8AU

linear regression method proposed by Howat et al. (2008) for Ding, M., Xiao, C., Li, Y., Ren, J., Hou, S., J&,, and B. Sun, 2011.

the analysis of elevation change on Antarctic iteets. Some
improvements have been introduced into this tealwido
increase the capability of coping with outliers.

Application of ICESat/GLAS laser altimeter data ogeregion
in East Antarctica demonstrated the method can igeoa
denser map of elevation change rate estimate ttiem existing
techniques. On the other hand, results are stiflllp influenced
by anomalies in laser data. Improvements are nedded
incorporate in the method some empirical models
compensate for errors (e.g., orbit errors) anddentify and
discard noisy tracks. The use of the latest dd&ase (33) of
GLA12 products and the correction ofter-campaign biases
recently investigated by Borsa et al. (2013) aré lesjpected to
improve the quality of results.

At the current state-of-art, regressions are inddpetly
computed in running sampling windows. The cross{zanmson
of different results in a kind of global adjustmeould be used
for estimating correction models. Improving the ustmess of
this technique would open the chance to be applsulto radar
altimeter data, which are much noisy and affectgddbevant
systematic errors. On the other hand, the bettatiatp
resolution of radar altimetry and the current opera of
Cryosat satellite draw the attention on these kiofddata and
on methods to use them for estimating accurateattev
changes.

Eventually, the analysis of Dome Argus suggesteat the
adopted space-temporal linear regression method requires a
precise tuning of parameter settings to cope éfiegt with
specific characteristics of different regions.

The paper also showed the analysis of GLAS data the
PANDA route in East Antarctica. Although the qualiof
results must be improved, they confirmed the treofd
accumulating mass typical of this area in East fatitza during
the last decades.
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