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ABSTRACT: 

 

Nowadays coastline extraction and tracking of its changes become of high importance because of the climate change, global warming 

and rapid growth of human population. Coastal areas play a significant role for the economy of the entire region. In this paper we 

propose a new methodology for automatic extraction of the coastline using aerial images. A combination of a four step algorithm is 

used to extract the coastline in a robust and generalizable way. First, noise distortion is reduced in order to ameliorate the input data 

for the next processing steps. Then, the image is segmented into two regions, land and sea, through the application of a local 

threshold to create the binary image. The result is further processed by morphological operators with the aim that small objects are 

being eliminated and only the objects of interest are preserved. Finally, we perform edge detection and active contours fitting in 

order to extract and model the coastline. These algorithmic steps are illustrated through examples, which demonstrate the efficacy of 

the proposed methodology. 
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1. INTRODUCTION 

Coastline is a physical line of the area where land meets sea. 

Due to the importance of land erosion and land depletion from 

environmental changes, the extraction of coastline is an 

important task. Several techniques have been developed to 

extract coastline form satellite images (Dellepiane et al., 2004)  

(Alesheikh et al., 2007) (Zhang and Wang, 2010). We propose a 

new method for automatic coastal extraction using aerial 

images. The contribution of this study is methodological at the 

research level, but at a higher political level it can affect the 

policy making process by enabling public authorities to monitor 

the coastline changes, keep track of them and act in a way that 

will maintain the natural topology of the coastline. Thus, the 

extracted information can be used for regional planning and 

coastal region management. The proposed method uses input 

image data that are provided by the Hellenic Military of 

Geographical Service (HMGS) or even images taken from 

Google Earth (Google Earth, 2014).  

 

Automatic extraction of shoreline features using aerial images 

has been analyzed using neural nets and image processing 

techniques (Ryan et al., 1991). Another approach for the 

extraction of coastline is based on segmentation techniques 

(Pixel-based-segmentation or grey-level thresholding) applied 

on satellite and aerial images (Chalabi et al., 2006). In this 

study we use aerial images because of the small size of the 

coastal area of interest and the spatial resolution of images.   

 

Our methodology follows two main stages. The first one aims to 

provide an estimation of the coastline based on region 

segmentation techniques using a local thresholding method, 

while the second stage comes to optimize the results of the first 

approach and model the coastline based on active contours. In 

the results section we present the outcome of the proposed 

coastline extraction scheme on the coastal area of the region 

Georgioupoli, located at North West Crete, Greece. 

 

2. PROPOSED METHODOLOGY 

The task of coastline extraction using aerial images can be a 

challenging one if we try to proceed with the estimation using 

Digital Image Processing techniques. The proposed method is 

implemented as a 4-step algorithm: (1) pre-processing, (2) 

region segmentation, (3) post-processing and (4) coastline 

modelling. More specifically, the pre-processing step is used to 

achieve noise reduction and edge enhancement in the image. 

The region segmentation provides a local threshold to divide the 

image into blocks of different content. At the post-processing 

step we apply morphological operations and edge detection to 

extract the coastline.  

 

Finally, at the coastline modelling step we implement an active 

contour method to optimize the coastline result from the 

previous steps. The two edge detection schemes are used in a 

complementary way, where the first (initial) estimate is 

optimized through the use of active contours fitted to the 

structure of the image under consideration. Alternatively, the 

two detection schemes can be viewed as independent 

approaches to derive the meaningful edges, so as to compare the 

results and the potential of different processing philosophies. A 

general scheme of the proposed methodology is presented at the 

block diagram (Fig. 1). 
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Figure 1. Block Diagram of the proposed methodology 

 

 

2.1 Pre-processing 

Aerial images usually suffer from noise distortion and the first 

task one needs to perform is to remove the noise before 

continuing with the extraction of the coastline. We first apply a 

Gaussian filter that achieves good noise removal without 

blurring the edges. 

 

Another issue we have to address is the deformation of the 

image due to unexpected factors, like sun light, shadows or 

clouds. To deal with these problems, we apply an anisotropic 

diffusion algorithm (Perona and Malik, 1987). The algorithmic 

aim of this study is to enhance strong edges, like coastal area 

and land, while at the same time suppressing weak edges like 

the sea area. Figure 2 illustrates the aerial image after the step of 

pre-processing, where we can evaluate the achievement of the 

set goals in terms of image quality. 

 

2.2 Region segmentation 

The second step of our methodology is the region segmentation. 

We start with the image segmentation into two groups-regions; 

land and sea. The pixels that belong to the borders of these two 

regions compose the coastline. We use local thresholding in 

order to avoid false estimations as a result of the image intensity 

heterogeneity. The threshold values are calculated based on the 

image local characteristics. 

 

 
(a) 

 

 

 
(b) 

 

Figure 2. Result of pre-processing: (a) initial image, (b) image 

after applying Gaussian filter and anisotropic diffusion 

 

 

The first step is clustering of the image using K-means 

algorithm with 3 clusters; sea (cluster = 0), coast and buildings 

(land, cluster = 1, 2). Then, we divide the image into small 

blocks (regions) and specify a different threshold adjusted to 

each of them. The motivation of this strategy is that some of the 

blocks will contain entirely sea or land pixels, so that there is no 

need for any processing of such blocks. To succeed this, for 

each block we examine the bimodality of intensity distribution 

(Liu  and Jezek, 2004) and the percentage of zero pixels. 

 

In particular, we divide the image into square overlapping 

blocks of width ‘w’ large enough for each block to cover the 

necessary spatial information to reflect the appropriate edge 

structure for the targeted application. Based on many 

experiments on large-sized images (4000x4000 pixels) we 

decided that the best value of width ‘w’ is 200-300. More 

generally, we should choose 5-8% of the total image size. 

Assuming the image has r rows and c columns, the total number 

of blocks will be 2*r/w and 2*c/w in vertical and horizontal 

direction respectively, taking into consideration the 50% 

overlapping blocks. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 

Figure 3. Blocks reflecting various cases of the bimodality 

procedure: (a) a block that contains mostly sea area, (b) a block 

that contains coastline area, (c), (d) presents the two Gaussian 

distributions modelling the distribution of the first and second 

image, respectively, (e) and (f) reflects the extracted mixture of 

two Gaussian distributions for the first and second image, 

respectively. 

 

Subsequently, in order to reduce processing time, for each block 

we first examine the percentage of zero values after clustering 

based on K-means procedure. We found that if a block has total 

number of zero pixels above of 90 percent of the whole image, 

it does not need to be processed. This is due to the fact that 

these blocks contain mostly sea area and maybe waves or other 

masses on the sea surface. 

 

For the remaining blocks we examine the bimodality. More 

specifically, we assume that there are two Gaussian distributions 

of the intensity values, one for the description of the sea and the 

other for land. Their combination generates a Gaussian mixture 

model describing the observed intensity values of the image. If 

a block contains only water area pixels, the mixture of the 

distribution will only reflect one peak (unimodal). On the other 

hand, if a block is part of the coastline area, the mixture of 

distributions will consist of one valley and two peaks (bimodal). 

To be able to identify whether we have a bimodal or unimodal 

distribution, we use the valley to peak ratio (Fig. 3) of the total 

histogram of the block. 

 

For every block that passes the bimodality tests, a threshold T is 

calculated by using the Otsu’s method (Otsu 1979). This 

method automatically performs clustering-based image 

thresholding of a grayscale image by maximizing the weighted 

between-class variance. The algorithm follows the assumption 

that the block contains two classes of pixels (land, sea) through 

bimodal histogram (already established from the previous step) 

and then calculates the optimum threshold that classifies the 

two classes so that their combined spread is minimal. The 

weighted between-class variance is expressed as: 
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where ( )x i  is the value at the centre of the i   histogram bin. 

Using an iterative process, we can compute the threshold that 

maximizes the between class variance. We apply the threshold 

to each block of the image and create a binary one following the 

procedure below: 

 

0, if ( , ) T
1, if ( , ) T( , )

I x y
I x yb x y


  (4) 

 

where T is the threshold of the block and I(x,y)  is the intensity 

value of image pixel at points x, y. For every block that fails to 

pass the bimodality tests a binary image is created with zero 

values at every point. 

 

2.3 Post-processing 

At the last step of our methodology, we concatenate the blocks 

in order to recreate the image in a binary form. The final value 

of each pixel is calculated by following the logic ‘OR’ 

condition between overlapping areas, which assigns the value 1 

for the final pixel if and only if one of the overlapping blocks is 

1 at this point. To explain why we use this procedure, we 

remind that blocks with over 90% of pixels in the sea area do 

not pass the bimodality test. However, in extreme cases, a small 

part of the coastline may be involved in such a block. It is 

expected that a neighboring block will identify the coastline, 

because it will contain both parts of sea and land area. The use 

of the proposed conjunction condition aims to protect such edge 

pixels across the coastline that appears only at a portion of 

overlapping blocks.  

 

The binary form of the image is followed by the removal of 

false positives. Waves, ships or other objects on sea surface can 

lead us to false edge recognition on this area. To eliminate these 

effects, we apply the morphological operations of erosion and 

dilation. An erosion procedure followed by a dilation one 

removes small objects, while preserving the original abstract 

shape of the image. The structure element H that we use for the 

morphological operations is specified in a way that stray 

foreground structures larger than H must be preserved. 

Furthermore, we apply a closing operation, which is a dilation 

followed by an erosion. This operator fills black holes smaller 

than H (Fig.4), but also keeps the original shape of the image.  

ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume III-8, 2016 
XXIII ISPRS Congress, 12–19 July 2016, Prague, Czech Republic

This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
doi:10.5194/isprsannals-III-8-153-2016

 
155



 
(a) 

 
(b) 

 

Figure 4. Results of post-processing: (a) image after 

concatenation of binary blocks, (b) image after removing 

objects out of the area of interest and filling blank spaces at land 

area. 

 

 
(a) 

 
(b) 

 

Figure 5. Estimation of first approach: (a), (b) close-up of the 

initial image in two different locations. Blue line reflects the 

estimated coastline. 

 

Finally, we use a simple edge detection operator to detect edges 

in image. Notice that at this stage of processing, the binary 

image involves a white area that belongs to land and a black 

area that belongs to sea, so that the boundary line refers to the 

coastline. We used the Canny edge detection method, which 

operates in 3 steps: (a) find the intensity gradient of the image, 

(b) apply non-maximum suppression, where pixels that are not 

considered to be part of an edge are removed and (c) hysteresis 

is applied to eliminate gaps. The result constitutes the first 

estimation of the coastline (Fig. 5). 

 

2.4 Coastline modelling 

The estimated coastline in most of cases needs improvement 

because of some random factors across the coastline, such as 

people, moving cars, or waves, which cannot be captured  

correctly by the previous steps and may produce wrong 

estimations. In order to deal with these problems we adopt an 

open active contour method, which is based on snakes and 

extends the classical active contour model (Kass et al., 1998) 

with the condition of free boundary conditions. 

 

A snake is an energy-minimizing spline that consists of an 

initial closed contour C0 near to a contour in the image and 

searches for deformations of C0 which move it towards the 

actual image contour. To obtain these deformations we need to 

minimize the energy functional formed by two energy terms 

regarding the intensity distribution of the image around the edge 

and reflect the internal and external regions of the edge itself. 

This functional can be expressed by: 
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where  
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Finally, combining equations 5, 6, 7 we obtain 
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where s  is the curve parameter, ( ) ( ( ), ( )),C s x s y s  is the 

initial curve in the original image I , parameters α , β  impose 

the elasticity and rigidity of the curve, parameter λ determines 

the level of the gradient regions that the curve will attract to and 

I is the gradient of the image intensity. 

 

 In most images of our case study, land is separated from sea by 

a vertical curve positioned from the top to the bottom of the 

image, so that the end points of coastline are parts of the image 

margins. Thus, our approach needs to handle the case of an 

open curve. There are three types of open active contour 

characterized by their boundary conditions, namely 1) fixed 

boundaries, where the curve has two end points that cannot 

change through the curve evolution, 2) no boundaries, where 

there are no end point and the final curve may be deflected and 

3) free boundaries, where the two end points can belong to two 

curves (boundary curves).  We adopt Shemesh and Ben-

Shahar’s method (Shemesh and Ben-Shahar, 2011) to develop 

an automatic process using active contours with free boundary 

conditions. 
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(a) 

 

 
 

(b) 

 
(c) 

 

 
 

(d) 

 

Figure 6. Estimation of second approach: (a), (c) close-up of the 

initial image in two different locations showing the results of 

the two methods. Blue line refers to the estimated coastline 

extracted from the first approach while red line refers to the 

optimized coastline obtained from the second approach; (b), (d) 

provide a more detailed aspect of (a), (c) respectively in order to 

have a better understanding of the improvement of the coastline 

estimation. 

 

In our method we use one boundary curve on the top and one 

on the bottom of the image. The two end points of curve are 

restricted to lie on the boundary curves. We initialize the curve 

using the already extracted coastline, obtained from the first 

approach. Afterwards we estimate iteratively the next possible 

position of the curve for 150 iterations by minimizing the 

energy of the snake bounded by the two boundary curves. 

Examples of this application are presented in Fig. 6 with red 

line. It is worth noticing that on the same images we have traced 

the result of the first (initial) segmentation approach. 

Comparing the two results we can see the added benefits of 

curve fitting in resulting in smoother estimates that are less 

affected by other physical formations close to the coastline. 

These performance issues need to be supported by further 

experimentation, but the results of this study indicate that the 

combination of the two approaches, with the first providing the 

initial estimate for the second method, forms an efficient 

scheme for coastline segmentation.  

 

3. CONCLUSIONS 

The present study provides an automated coastline extraction 

methodology using aerial images through image processing 

techniques aiming at region segmentation and edge detection. 

Following the elimination of possible noise distortion in the 

input data and the enhancement of the edges of interest through 

an anisotropic diffusion algorithm, we apply region 

segmentation in order to split the image into two groups of 

regions, land and sea. The processes of thresholding, edge 

detection and active contour fitting improve the accuracy of the 

extracted coastline. 

 

As for future work, we intend to improve the accuracy of the 

coastline estimation by implementing the transform for moving 

from image coordinates to real-world coordinates and view the 

image as a projective mapping from the 3D word coordinate 

system. This can be implemented by using geo-referenced 

images and provide a pixel-to-real-distance conversion, i.e., 

pixels/cm conversion scheme. Furthermore, this conversion may 

provide a robust basis for post processing and computations of 

real-world measures, such as coastline length, coast surface and 

erosion levels.  
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