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ABSTRACT:

Optical imagery is often affected by the presence of clouds. Aiming to reduce their effects, different reconstruction techniques have been
proposed in the last years. A common alternative is to extract data from active sensors, like Synthetic Aperture Radar (SAR), because
they are almost independent on the atmospheric conditions and solar illumination. On the other hand, SAR images are more complex to
interpret than optical images requiring particular handling. Recently, Conditional Generative Adversarial Networks (cGANs) have been
widely used in different image generation tasks presenting state-of-the-art results. One application of cGANSs is learning a nonlinear
mapping function from two images of different domains. In this work, we combine the fact that SAR images are hardly affected by
clouds with the ability of cGANS for image translation in order to map optical images from SAR ones so as to recover regions that
are covered by clouds. Experimental results indicate that the proposed solution achieves better classification accuracy than SAR based

classification.

1. INTRODUCTION

With the launch of more satellites, with higher spatial resolution
and lower revisiting time, remote sensing data became a cost-
effective solution for many applications such as agricultural map-
ping, urban planning, disaster management, weather forecasting,
etc. However, most of these applications can be affected by the
presence of clouds in optical imagery from passive sensors, es-
pecially in tropics and temperate regions, where there is ten to
twenty percent more cloud coverage than in the subtropics and
the polar regions (Rossow, 2011).

An alternative to the cloud coverage problem is the usage of im-
ages from active sensors, like Synthetic Aperture Radar (SAR),
which almost do not depend on the atmospheric conditions nei-
ther on the solar illumination (Li et al., 2017). However, the infor-
mation captured by them is less descriptive and more complex to
interpret than in optical images. Thus, reconstruction techniques
have been proposed and used in an attempt to reduce the effect of
clouds in optical imagery. However, there is still no method able
to completely solve this problem.

Cloud removal techniques can be categorized into monotemporal
and multitemporal based (Xu et al., 2016). Monotemporal-based
techniques use the multispectral bands’ information from the af-
fected image in order to recover the regions covered by clouds,
while multitemporal-based ones use information from other co-
registered images acquired at different dates. For monotemporal-
based, image filtering approaches are the most used techniques.
They are based on the fact that clouds are majorly composed by
spectral low-frequency components and then, in theory, they can
be removed via a high-pass filtering (Shen et al., 2014). Neverthe-
less, discovering the optimal cut-off frequency to separate clouds
is usually difficult and done empirically. Furthermore, the fil-
tering process also affects the spectral information of cloud-free
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regions. Because of that, this technique is usually only employed
to remove thin clouds.

On the contrary, multitemporal approaches have the capacity of
dealing with both thin and thick clouds. They use information
from other cloud-free images of the same location in order to re-
construct the regions contaminated by clouds. The most simple
approaches are based on image replacement, which consists in
replacing the pixels affected by clouds by the pixels located at
the same position of another image of the same sensor (Cheng
et al., 2014). Later, a post-processing step is needed to reduce
the spectral differences among the pixels of the different images.
However, depending on the dynamic of the problem, differences
in spectral information can be too high to be corrected during this
post-processing step. More elaborated approaches use a multi-
temporal sequence of images of the same region in order to build
a time series model which can be used to infer pixels covered by
clouds (Gémez-Chova et al., 2017). The main problem in this
approach is to acquire enough cloud-free images in the different
epochs.

Generative Adversarial Networks (GANs) were firstly introduced
in (Goodfellow et al., 2014) and have been widely investigated
since then by the computer vision community. More recently,
conditional Generative Adversarial Networks (cGANs) (Mirza
and Osindero, 2014) have been broadly used in different im-
age generation tasks, such as image inpainting (Pathak et al.,
2016), image manipulation (Zhang et al., 2017), and image trans-
lation (Isola et al., 2017). For image translation, for instance, a
cGAN learns a nonlinear mapping function capable to transform
an image from one domain to a version of the same image in an-
other domain. Based on that, (Enomoto et al., 2017) employs
a cGAN to recover visible light RGB images from multispectral
images. Basically, by using a set of multispectral set of cloud-free
ground truth images, it is created an associated set of images cov-
ered by clouds through a cloud synthesizing algorithm. Then, a
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Figure 1. GANS training procedure. The Generator learns a func-
tion G that map from a random noise vector z to an output image.
The Discriminator learn to classify between real and fake images.

c¢GAN model is trained to map from images covered by clouds to
the corresponding cloud-free ground truth images. However, this
approach presents problems in dealing with thick clouds and also
with white objects, which are in appearance similar to clouds.
Additionally, in the referred work, the analysis of results is done
subjectively without considering any performance metric.

Similar to (Enomoto et al., 2017), we want to to explore the abil-
ity of cGANSs to reconstruct images covered by clouds, but fol-
lowing a different approach. Specifically, we take advantage of
the fact that SAR images are almost not affected by clouds to
learn, via a cGANs model, a nonlinear mapping function that
maps SAR images to optical cloud-free images.

The objective of this paper is to explore the capability of cGANs
to map multispectral cloud-free optical images from co-registered
SAR images. Our method can be used to remove both thin and
thick clouds since it depends only on SAR data, which almost is
not affected by clouds. Additionally, our method is not restricted
to outputs just visible as RGB images, it also has the capability
to reconstruct other spectral bands, which are essential in many
remote sensing applications. Finally, we present both a subjec-
tive and an objective analysis of the quality of generated images.
The first is done via visual inspections and the second by using a
Random Forest (RF) classifier.

The remainder of this paper is organized as follows. Section 2
explains the fundamentals of GANs. Section 3 introduces the
methodology for cloud removal proposed in this work. Section 4
presents the datasets used in our experiments, the features ex-
tracted from them and the experimental protocol. Section 5 shows
and discusses the results obtained in our experiments. Finally,
Section 6 summarizes the conclusions drawn from our results and
future works.

2. FUNDAMENTALS
2.1 Generative Adversarial Networks

GAN:Ss are generative models composed by two networks: a gen-
erator (G3) that outputs synthesized images y, and a discriminator
(D) that determines if an input image is synthesized or real one.
Both networks are trained in a two-players adversarial scheme,
as it can be seen in Figure 1: while G tries to learn how to pro-
duce realistic images to fool D, D tries to correctly discrimi-
nate between synthesized and real images. Formally, given any
data distribution pgqetq(x), the generator G learns a distribution

Positive examples Negative examples

Real or fake pair ? Real or fake pair ?

| Discriminator (D) |

| Discriminator (D) |

Figure 2. ¢cGANSs training procedure. The Discriminator learns
to classify between real and fake pairs of images. The Generator
learns a mapping function that takes as input a real image and
outputs a realistic synthetic image from other domain. Illustration
inspired from (Isola et al., 2017).

Pmodet (w) such that the discriminator can hardly distinguish be-
tween samples coming from paatq () and pmodet (W).

Generally, prmoder (w) is a complex distribution, so sampling from
it is not a simple task. GANs circumvent this hindrance by taking
a simple distribution p,(z) easy to sample from (e.g., a normal
or an uniform distribution), and learns a function G that maps
samples from p.(z) to samples from prmode (w).

A GAN is trained in a min-max game searching for the optimal
mapping function G*. Specifically:

G* = arg ming maxp Lgan (G, D) 1)
where Laan (G, D) is the GAN objective function defined by,

EGAN (G, D) = EwNPdam(w) [lOgD(CL‘)]

t Beup llog - DG P

FE and log are the expectation and logarithmic operators, respec-
tively, and z is a random noise vector that follows a prior noise
distribution p).

The solution of Equation 1 is obtained by training the generator
G and discriminator D alternately. The discriminator is trained
with images produced by the last trained generator and with real
images. Similarly, the outcome of the last trained discriminator is
used to train the generator. At the end of several training cycles,
the generator is supposedly capable of producing images that the
discriminator is not able to distinguish from real ones.

2.2 Conditional Generative Adversarial Networks (cGANs)

Conditional GANS, introduced by (Mirza and Osindero, 2014),
are an extension of the GANs concept. Basically, in conditional
GAN:S the input to the discriminator consists of samples from two
domains (z and y), and the generator synthesizes samples from
one of those domains (say y). The loss function for conditional
GAN:s is expressed by Equation 3.
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3)
Ezrvp(z),zmap(z) [log(l - D(ZC, G(CE, Z))}

Usually, a L1 norm distance loss is added to the Generator ob-
jective function to drive it to produce less blurred images, as it is
shown in Equation 4,

G* = arg ming maxp Lgoan(G, D) + AL (G) (@)

where X is a regularization term, and L1 (G) is defined as fol-
lows,

L11(G) = Euympgara@)omp- () [y — G2, 2)|1] &)

Similar to (Isola et al., 2017), we remove the dependency of the
random noise vector z from the cGANS’ objective function by
applying the dropout regularization on several layers of the gen-
erator at both training and test time.

¢GANSs hold many similarities with the original GANs, but in-
stead of dealing with a single image, they handle a pair of co-
registered images. The schema is again composed by two net-
works: the discriminator takes as input a pair of images and learns
to correctly identify if they are a real-real or a real-fake pair, while
the generator learns to generate synthetic images capable of fool-
ing the discriminator, as described in Figure 2. In cGANSs, the
generator synthesizes images in a very specific condition: it pro-
cesses a population of real images of a given domain, and learns
to generate synthetic images from another domain, that should
compose pairs of real-synthetic images realistic enough to fool
the discriminator. Many applications explore this characteristic
for image translation, and in this paper, we use it in the context
of cloud removal.

3. METHODOLOGY

This section describes the proposed methodology for cloud re-
moval in optical satellite images. Basically, our method uses
SAR data and cGANS to infer the spectral bands’ information
of optical images partially covered by clouds. We take advantage
of the fact that SAR images are almost completely independent
of atmospheric conditions and solar illumination to reconstruct
cloudless optical images from them. To do that, we train a cGAN
model to learn a nonlinear mapping function which takes as input
a SAR image and get the corresponding cloudless optical image
as output.

Figure 3 summarizes the proposed methodology. In this graph,
part of the optical images (gray color circles) represents the area
covered by clouds while the rest of the image is supposed to be
cloud-free. Given a SAR/optical image pair, with close acquisi-
tions dates, the method follows the pipeline described next,

1. Identify cloud-free regions: via visual observation or by us-
ing a cloud detection algorithm, the cloud-free regions are
selected in order to drive the cGAN to learn to generate only
cloud-free images.

I Optical

Figure 3. Proposed methodology for cloud removal in optical
satellite images. A cGANSs is trained to learn nonlinear a mapping
function G that map from a SAR image to an optical image. Gray
circles represent the regions covered by clouds.

2. Extract SAR/optical pair of patches: a set of SAR/optical
pairs of patches is extracted from the cloud-free regions.
This process can be carried out in two ways: by extracting
the patches randomly over the interested region or by using
the windows sliding procedure with a fixed stride size. In
this paper we used the random approach.

3. Train the cGAN model: employing the set of patches ex-
tracted from the cloud-free region, the cGAN is trained until
convergence.

4. Generate the cloudless optical image: once the model has
been trained, the generator is used to synthesize the optical
cloudless image by taking as input the corresponding SAR
data. Because the cGAN model is trained using patches, a
mosaic is created from the generated patches to produce the
whole optical image. Similar to (Arkadiusz et al., 2017), we
adopt the sliding window approach with overlap. This al-
lows building a smoother mosaic by removing weaker pre-
dictions on image patch boundaries, where spatial context is
generally missing.

In this method, the cloud-free region plays an important role dur-
ing the training process of the cGANs model because it allows
learning the relationship between the SAR data and the corre-
spondent cloud-free optical data. Additionally, it is desirable that
the cloud-free region be a representative sample of most of the
classes present on the area covered by clouds in order to learn a
nonlinear mapping function that can capture all the data variabil-
ity present on the target image. For instance, if there are classes
on the area covered by clouds, which are not present on the cloud-
free region, the nonlinear mapping function may not be able to
output the correct information, because they were not part of the
learning process.

It is also important to note that the difference between the acquisi-
tion dates of SAR and optical images should be as short as possi-
ble. This is important to reduce the impact of possible changes of
classes or even appearance changes in a class, like seasonal varia-
tions in crops, for instance. So, depending on the application, this
time difference can be a crucial factor to achieve a quality result.
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Figure 4. Study area: Campo Verde, Mato Grosso state, Brazil.
4. EXPERIMENTS

The objective of the experiments reported henceforth is to evalu-
ate the ability of the proposed method in removing clouds from
optical images by learning a mapping function from each pairs of
SAR/Optical images. In short, we present a visual comparison of
the original images with the images produced by our method and
a numerical result based on the accuracy of a crop classification
problem.

4.1 Dataset

The dataset used in our experiments comprises a sequence of 9
co-registered Landsat 8 OLI optical images and 14 co-registered
Sentinel-1A SAR images dual polarized (VH and VV), taken
between October 2015 and July 2016, from the municipality of
Campo Verde in Mato Grosso state, Brazil (Sanches et al., 2018)
(see Figure 4). Each image covers an extension of approximately
4782 km? with 30m spatial resolution for Landsat images and
10m for the Sentinel-1A. The main crops found in this area are
Soybean, Maize and Cotton. Also, there are some minor crops
such as Beans and Sorghum. Millet, Brachiaria and Crotalaria
were considered as a single class named non-commercial crops
(NCC). Other classes present in the dataset are Pasture, Eucalyp-
tus, Soil, Turfgrass and Cerrado. Figure 5 shows the class occur-
rence per image in the dataset. Observe that the number of crops
per image changes along the whole image sequence due to the
different phenological cycles of each culture.

4.2 Feature Extraction

For the optical images, we used a feature vector containing the
pixel spectral information from bands 1 to 7. For the SAR images
we computed features based on the Gray Level Co-occurence
Matrix (GLCM). Specifically, four features were computed for
the VV and VH bands from the GLCM (correlation, homogene-
ity, mean and variance) in four directions (0, 45, 90 and 135 de-
grees) using 7 X 7 windows. Then, each SAR pixel was repre-
sented by a feature vector of dimensionality 32.

4.3 Networks Architectures

Both Generator and Discriminator network architectures are de-
tailed in the following. We first adapted the network architec-
tures proposed in (Isola et al., 2017) to be capable to work with
multispectral optical images, as well as with two-channel (VV
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Figure 5. Class occurrences per image in Campo Verde dataset.

and VH) SAR images. In particular, we adopted for the Gener-
ator the U-Net (Ronneberger et al., 2015) architecture consisting
of 8 convolution layers for encoding and 8 deconvolution layers
for decoding, whereas the Discriminator consists of 4 convolu-
tional layers followed by an output sigmoid layer for classifica-
tion. Both Generator and Discriminator input use 2x2 stride con-
volution, 5x5 size kernels, ReLLU activation functions and Batch
Normalization during the training phase. Additionally, the Gen-
erator also uses Dropout regularization for each layer of the de-
coding architecture.

4.4 Experimental Protocol

From Campo Verde dataset we selected four SAR/optical pairs
of images based on the acquisition date, i.e., each selected pair
SAR/optical was acquired approximately at the same date and for
each was learned a non-linear mapping function via cGANs. Ta-
ble 1 lists the four pairs of images chosen by acquisition dates:
MAR, JUN, JUL1 and JUL2. To assess the capacity of the

— training region
—— testing region

Figure 6. Distribution of training and testing regions used on
experiments.
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c¢GANs to map from SAR to optical images, we first defined
the regions used for the GAN training phase and for its posterior
evaluation using the classifier. The cGANs models were trained
approximately with 2000 patches of 256 x 256 pixels extracted
from the training region. Figure 6 shows the distribution of these
regions. Here, the training region represents the cloud-free area
while the evaluation region simulates the areas covered by clouds.
Note that regions with no crop information were excluded in or-
der to specialize the cGAN model to map just crop information.
In addition, since our SAR and optical images have different spa-
tial resolutions, we downsampled the SAR image to the optical
image resolution.

| Epochs | SAR | Optical |
MAR 21/03/2016 | 18/03/2016
JUN 08/05/2016 | 05/05/2016
JUL1 07/07/2016 | 08/07/2016
JUL2 31/07/2016 | 24/07/2016

Table 1. SAR/Optical image pairs selected in the experiments.

Next, the generated images were evaluated visually and numeri-
cally. The last one was done by classifying the crop areas using a
Random Forest classifier (RF). Then, results were compared with
the corresponding results obtained by a classification upon “real”
optical and SAR images classifications. Two classifications sce-
narios were considered: monotemporal and multitemporal. For
multitemporal image classification, we followed the traditional
image stacking approach, where the descriptor of each pixel is
formed by concatenating the features of all epochs at the same
pixel location.

For classification, the number of training samples was balanced
by replicating samples of less abundant classes. In particular,
30,000 samples per class were selected.

5. RESULTS

Figure 11 shows snips of SAR images and RGB image compo-
sitions of real and generated optical images from the simulated
cloud regions of the JUL1 epoch. It can be observed the similar-
ity between real and generated images in terms of spectral infor-
mation as well as in terms of the geometry of objects present in
the image. For instance, the structure of rivers and tiles of crops
is preserved in most of the cases. However, the generated images
are not perfect: it can be noted that in some regions the gener-
ated images do not match with the corresponding real one. This
is more notorious between the snips of Figure 11f and Figure 111,
where clear differences in spectral information can be observed.

The difficulty to interpret SAR data in comparison to optical im-
ages is evident in Figure 7. So, in the next step we compared the
classification accuracy for SAR, as well as the generated and real
images, using a supervised approach base on a Random Forest
classifier.

Results for mono-temporal image classification in terms of Over-
all Accuracy (OA) and Average Accuracy (AA) are summarized
in Figure 7 and Figure 8, respectively. From left to right, each bar
in a group corresponds to real optical, generated optical, and SAR
image classifications for each evaluated epoch in the experiments
(see Table 1). As expected, the results recorded in the experi-
ments using only real optical images were superior to the results
obtained upon images provided by the generator. Nevertheless,
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Figure 7. Result for monotemporal image classification in term
of OA.
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Figure 8. Result for monotemporal image classification in term
of AA.
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Figure 9. Result for multitemporal image classification in term of
OA.
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Figure 10. Result for multitemporal image classification in term
of AA.

the results of classifying synthesized images were consistently
superior to the accuracy obtained in the classification of corre-
sponding SAR images: up to 20% and 29% better in terms of OA
and AA, respectively. These results indicate that the proposed
method is able to generate optical images, which can be more
accurately classified than the corresponding SAR images. Thus,
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Figure 11. Snips of SAR and RGB image compositions of corresponding real and generated optical images from JUL1. (a), (b) and (c)
are SAR images, f(d), (e) and (f) are the real images whereas (g), (h) and (g) are the corresponding generated images.
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Figure 12. Snips of RGB image compositions of corresponding real and generated optical images from an optical image covered by
clouds. (a) is a SAR image, (b) is an optical image and (c) is the corresponding generated image.

it can be an alternative to the common SAR based classification
solution, when optical images are partially affected by clouds.

The results of experiments involving multitemporal data are
shown in Figure 9 and Figure 10. Similar to the mono-temporal
results, the classification on SAR data presented the lowest per-
formance followed by the classification on synthetic and on the
real optical image.

In terms of OA and AA, the results for synthetic optical image
outperformed those for the SAR images in up to 10% and 6%.
With respect to the classification of the real optical images the
results upon the synthetic counterparts were inferior in up to 6%

and 11%. Similar to the conclusion drawn from the experiments
for mono-temporal classification, these results show that images
synthesized by the cGAN generator can be used for multitempo-
ral image analysis when optical images are partially covered by
clouds.

Finally, Figure 12 shows an example of a real scenario where
there is an image covered partially by clouds. Snips of the SAR
image and the RGB image compositions of the real and the gener-
ated optical image are presented. It can be noted that the proposed
method was able to generate the cloud-free optical image, retain-
ing the geometric of the objects as well as their spectral response.
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6. CONCLUSIONS

In this work, we proposed and assessed the use of conditional
generative adversarial networks (cGANSs) to remove clouds from
optical images. We trained a cGAN upon cloud-free regions of
optical images along with the corresponding SAR data. Then, we
used the cGAN generator having the SAR data as input to gener-
ate a synthetic optical image to recover the optical data covered
by clouds.

The experiments in a crop recognition application showed that
the classification results obtained on the generated images consis-
tently outperformed similar experiment conducted upon the cor-
responding SAR image. This corroborates our hypothesis that the
proposed method can be used to replace the data that is covered
by clouds. Thus, this analysis showed that optical images synthe-
sized from SAR data with the use of cGANs can be used as an
alternative for dealing with cloud covering.

Future works include exploring the inclusion of multitemporal
information as well as multisensors information. Furthermore,
we want to evaluate the proposed methodology in other remote
sensing applications and compare it against others techniques for
cloud removal.
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