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ABSTRACT: 

 

Social media platforms allow millions of people worldwide to instantly share their thoughts online. Many people use social media to 

share traffic related experiences and events with online posts. A large amount of traffic related data can be obtained from these online 

posts – especially geosocial media data, where posts are tagged with geolocation information such as coordinates or place names. By 

extracting traffic events from geosocial media data, drivers can adapt to changing traffic conditions, while traffic management 

departments can propose timely and effective plans to improve traffic conditions. Most of the existing studies query traffic-related 

information based on a list of single keywords, which result in large amounts of noisy data – negative data containing one or more 

traffic-related keywords, but do not actually represent real-world traffic events. This paper aims to filter noisy data by mining 

association rules among words in positive data containing messages representing traffic events. Messages are more likely to be true 

traffic events if they follow the co-occurrence pattern of words mined from positive samples. A case study was conducted in Toronto, 

Canada using Twitter data. The tweets queried by the association rules were classified into non-traffic event, traffic accidents, roadwork, 

severe weather conditions, and special events with an 85% accuracy based on supervised machine learning methods. Compared with 

hourly average travel speed data, 81% of detected events were identified as real-world traffic events. This research sheds light on traffic 

condition monitoring in smart transportation platforms, which plays an important role for smart cities.   

 

 

1. INTRODUCTION 

 

Traffic events (such as roadworks, traffic accidents, bad weather 

conditions, and special events) are likely to result in non-

recurrent traffic congestion (Gutiérrez et al., 2015). Detecting 

traffic events in a real-time manner can help traffic authorities 

and drivers make responsive plans to improve traffic conditions 

(Fu et al., 2015a, 2015b; Gu et al., 2016). Geosocial media 

platforms provide a free technology for users to express their 

experiences through messages tagged with timestamps and 

geolocations. The large spatiotemporal coverage and widespread 

use of social media platforms make geosocial media data a 

potential source to extract useful information for traffic event 

detection (Kaplan and Haenlein, 2010). This approach shows 

advantages over traditional methods that suffer from high 

financial costs and limited spatiotemporal coverage (e.g., 

physical sensors installed along major roads), and other 

crowdsourced data that have open data sharing challenges (e.g., 

traffic data collected by specific mobile applications belonging 

to private companies). 

 

Twitter is one of the most frequently used geosocial media 

platforms. A twitter message can be posted with a limited number 

of words, a timestamp, and a pair of coordinates (i.e., longitude 

and latitude) if location services are turned on. Normally, around 

1% of posted tweets are geotagged with GPS coordinates 

(Morstatter et al., 2013). It is free to collect public tweets through 

open Application Programming Interfaces (APIs) including 

Representational State Transfer (REST) APIs and Streaming 

APIs (Twitter Inc., 2018). Recently, traffic related topics have 

brought more and more attention to our daily lives. People have 

a tendency to post traffic related information on social media 

platforms whenever they see car accidents, road constructions, or 

road closures. Mai and Hranac (2013) illustrated that compared 

to real-world traffic events, the relevant tweets were usually 

posted within 5 hours and between 10 to 25 miles of the actual 

location of traffic events. In Seattle downtown area, it was 

revealed that most traffic related tweets were located within 800 

meters around the actual traffic event (Zhang et al., 2015). These 

studies demonstrate the capability of Twitter data in detecting 

traffic events. 

 

In recent years, a number of studies concerning the extraction of 

traffic events from Twitter data have been conducted.  Liu et al. 

(2014) detected traffic events by combining spatiotemporal 

analysis models with wavelet analysis models. Semwal et al. 

(2015) trained a classifier to predict traffic anomalies for the next 

day by mining the relationship between co-occurrence of certain 

problems and causes. Most of the current studies follow a general 

process of filtering traffic related tweets through keywords or 

specific accounts, preprocessing them with natural language 

processing techniques, identifying traffic events using 

classification methods, and geocoding them to real-world 

locations (Nguyen et al., 2016; Ribeiro Jr. et al., 2012; Li et al., 

2012).  

 

Noise exists in initially queried tweets when a single keyword 

such as “crash” or “street” is separately used as queries. Tweets 

queried by single selected keywords usually contain much more 

tweets that are negatively related to real-world traffic event 

(negative tweets) than tweets that are positively related to real-

world traffic event (positive tweets). In other words, a large 

amount of tweets may not refer to a real-world traffic event even 

though they include one or more traffic related keywords. For 

example, the following two tweets: “Quality is never an accident. 

It is always the result of intelligent effort.” and “The accident 
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occurred around 9:45pm at Nkawkaw, when our bus ran into a 

stationary vehicle.” can be queried by the traffic related keyword 

“accident”. The second tweet refers to a traffic accident, while 

“accident” means coincidence in the first tweet, which is a 

negative tweet. The imbalance between the number of positive 

tweets and positive tweets negatively influences the performance 

of text classification processes. Cui et al. (2014) proposed an n-

gram based approach to solve the problem. This method requires 

predetermining the parameter n in n-gram, which limits 

processing to a fixed number n of words (grams) in sequence.  

 

This research solves these issues by mining the co-occurring 

patterns (association rules) between words in positive tweets, and 

then constructing Twitter queries using a combination of a few 

words (called a “wordset”) rather than single words to extract 

positive tweets, and to discard negative tweets as much as 

possible. The remainder of the paper is organized as follows: 

Section 2 introduces the overall workflow and main technology 

adopted in each step, Section 3 presents the result of a case study 

conducted in Toronto, Canada, and Section 4 outlines the 

conclusions and future work.  

 

2. METHODOLOGY 
 

The general workflow of detecting traffic event using geosocial 

media data is summarized in Figure 1, where a number of stages 

and techniques applied in each stage are illustrated. Twitter 

provides several APIs to the public for obtaining free data. 

Streaming APIs and REST APIs are mostly used for research 

purposes, where a list of preselected keywords or a geospatial 

bounding box is used to crawl raw tweets in JSON format. In this 

study, a geospatial bounding box was applied to collect Twitter 

data through Streaming APIs. Tweets geotagged with GPS 

coordinates or a place (e.g. Eaton Center, Toronto, Canada) 

falling in the area defined by the bounding box were included. 

Only tweets tagged with GPS coordinates were used in this study.   

 

 
 

Figure 1. The overall workflow of detecting traffic events using 

geosocial media data 

 

2.1 Preprocessing Twitter data 

 

Traffic related tweets were queried from raw tweets using the 

keyword-based method. In this study, 59 words and phrases that 

appeared twice or more in the studies reviewed by Xu et al. (2018) 

were selected as keywords for the initial query. The top 10 

keywords and their frequency counted in reviewed papers are 

summarized in Table 1.  

 

Table 1. Top 10 traffic related keywords 

 

Keywords Frequency Keywords Frequency 

Accident 10 Street 7 

Traffic 9 Congestion 6 

Crash 9 Delay 6 

Road 8 Incident 5 

Blocked 7 Closed 5 

 

The initial queried tweets were further processed based on 

Natural Language Processing (NLP) techniques. Stanford NLP 

tools were used to tokenize, lowercase, and lemmatize words as 

well as to remove stop words. An example showing the detailed 

procedure is presented in Figure 2.  

 

2.2 Mining association rules  

 

The association rules between words in positive tweets were 

mined by Apriori algorithm (Rakesh and Ramakrishnan, 1994). 

A new wordset containing the association rules was composed 

for further queries of positive tweets. For instance, there exist an 

association rule among words “crash”, “street” and “left”, which 

are joined together for a complicated query, namely “crash” and 

“street” and “left” rather than “crash” or “street” or “left”. 

 

I m stuck in a 7 km 

queue...traffic is unbelievable 

this night! Wanna get HOME!!!

<I m>, <stuck>, <in>, <a>, <7>, 

<km>, <queue>, <traffic>, <is>, 

<unbelievable>,  <this>, <night>, 

<wanna>, <get>, <home>

Lowercase normalization and tokenization

<I m>, <stuck>, <in>, <a>, <7>, 

<km>, <queue>, <traffic>, <is>, 

<unbelievable>,  <this>, <night>, 

<wanna>, <get>, <home>

Removing stop words

<stick>, <7>, <km>, <queue>, 

<traffic>,  <unbelievable>, <night>, 

<want>, <get>, <home>

Lemmatization

A sample tweet

 
Figure 2. An example of preprocessing tweets 

 

The Apriori algorithm is widely used in the field of transaction 

mining to mine frequent itemsets for establishing Boolean 

association rules. The frequent itemsets refer to sets of items that 

have minimum support, which can be iteratively found with 

cardinality from 1 to k – namely ranging from 1-itemset frequent 

patterns to k-itemset frequent patterns. Association rules are 

generated based on the identified frequent itemsets. Two 

parameters, namely support and confidence, are required to be 

estimated to perform this process. In this study, each word token 

(w) was viewed as an item, and the whole itemset (W) was the 

tweets collection containing all word tokens. The support of the 

ith word token (wi) refers to the proportion of tweets containing 

wi (𝑇(𝑤𝑖|𝑤𝑖 ∈ 𝑊)) in all tweets 𝑇(𝑊), which can be calculated 

as follows: 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑤𝑖) =
𝑇(𝑤𝑖|𝑤𝑖 ∈ 𝑊)

 𝑇(𝑊)
 (1) 

 

Similarly, the support of n associated words (w1∩w2∩…∩wn) can 

be calculated as: 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑤𝑖)

=
𝑇(𝑤1 ∩ 𝑤2 ∩ … ∩ 𝑤𝑛|𝑤1, 𝑤2, … , 𝑤𝑛 ∈ 𝑊)

𝑇(𝑊)
 

(2) 
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The confidence refers the likelihood that word token i (wi) also 

appears when word token j (wj) appears. It can be calculated as 

the number of tweets containing wi and wj (𝑇(𝑤𝑖 ∩ 𝑤𝑗|𝑤𝑖 , 𝑤𝑗 ∈

𝑊)) divided by the number of tweets containing wi (𝑇(𝑤𝑖|𝑤𝑖 ∈
𝑊)): 

 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝑤𝑖 → 𝑤𝑗) =  
𝑇(𝑤𝑖 ∩ 𝑤𝑗|𝑤𝑖 , 𝑤𝑗 ∈ 𝑊)

𝑇(𝑤𝑖|𝑤𝑖 ∈ 𝑊)
 (3) 

 

2.3 Text classification  

 

As mentioned in Section 1, traffic events can be potential causes 

for non-recurrent traffic congestion. In this study, we further 

classified the queried tweets into five categories including non-

traffic, traffic accidents, roadwork, severe weather conditions, 

and special events based on supervised machine learning 

classification methods. The Term frequency-inverse document 

frequency (tf-idf) method (Hand, 2006) was adopted to select 

features for the multi-class text classification. Accordingly, 

Naïve Bayes and Logistic Regression methods were both tested 

to train classifiers.  

 

A tweet is represented as a feature vector (x1, x2, ..., xn). With 

respect to Naïve Bayes method (Maron, 1961), the probability of 

a tweet belonging to class y is calculated as: 

 

𝑃(𝑦|𝑥1, 𝑥2, … , 𝑥𝑛) =  
𝑃(𝑦)𝑃(𝑥1, 𝑥2, … , 𝑥𝑛|𝑦)

𝑃(𝑥1, 𝑥2, … , 𝑥𝑛)
 (4) 

 

By adopting the naïve conditional independence assumption that: 

 

𝑃(𝑥𝑖|𝑦, 𝑥1, 𝑥2, … , 𝑥𝑖 , 𝑥𝑖+1, … , 𝑥𝑛) =  𝑃(𝑥𝑖|𝑦) (5) 

 

Equation (4) can be simplified as: 

 

𝑃(𝑦|𝑥1, 𝑥2, … , 𝑥𝑛) =  
𝑃(𝑦) ∏ 𝑃(𝑥𝑖|𝑦)𝑛

𝑖=1

𝑃(𝑥1, 𝑥2, … , 𝑥𝑛)
 (6) 

 

where 𝑃(𝑥𝑖|𝑦) refers to the probability of feature i (xi) appearing 

in a tweet belonging to class y. It can be estimated as: 

  

𝑃(𝑥𝑖|𝑦) =  
∑ 𝑥𝑖𝑥∈𝑇 + 𝛼

∑ ∑ 𝑥𝑖𝑥∈𝑇
𝑛
𝑖=1 + 𝛼𝑛

 (7) 

 

where ∑ 𝑥𝑖𝑥∈𝑇  refers to the number of times that feature i (xi) 

appears in a tweet of class y in the training set T, 𝛼 refers to the 

smoothing priors, and ∑ ∑ 𝑥𝑖𝑥∈𝑇
𝑛
𝑖=1  refers to the total count of all 

features for class y. 

 

The Logistic Regression method (Walker and Duncan, 1967) 

estimates the probability of a tweet belonging to a class y using a 

logistic/sigmoid function. It can be calculated as follows: 

 

𝑃(𝑦|𝑥1, 𝑥2, … , 𝑥𝑛) =  
1

1 + 𝑒−(𝛽0+𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑛𝑥𝑛)
 (8) 

 

where 𝛽0, 𝛽1, … , 𝛽𝑛 are coefficients parameters for the model. 

 

3. CASE STUDY 

 

Twitter data posted in Toronto, Ontario, Canada was collected 

for a case study (Figure 3) based on a geo-bounding box through 

Twitter Streaming APIs. As shown in Figure 3, Toronto is located 

in south Ontario on the northern shore of Lake Ontario, and more 

tweets are located in downtown areas than in suburbs. As a result, 

a total of 17,170,543 tweets tagged with GPS coordinates or 

places were obtained from April 1, 2014 to March 31, 2015. A 

total of 4,413,821 tweets tagged with GPS coordinates, namely 

around 25.7% of the obtained tweets, were used for analysis in 

this work.  

 

Based on the 59 traffic related keywords, 160,747 tweets were 

initially queried. Considering both severe weather conditions 

(e.g., snowstorm) and special events (e.g., Christmas parade) are 

more likely to happen during winter, we manually labelled 

positive tweets posted in November, 2014 as training data to 

mine the association rules among words. With regard to adopting 

Apriori algorithm, the support and confidence were empirically 

set as 0.01 and 0.1, respectively (Zhang et al., 2018). A total of 

53 association rules were extracted to make up the wordset, ten 

of which are listed in Table 2 as an example. By further querying 

based on the wordset, a total of 3,594 tweets were left for the 

following categorical classification.  

 

 
 

Figure 3. The geography of Toronto, Ontario, Canada 

 

Table 2. A sample of association rules 

 

close & highway serious & injury 

collision & condition strike & vehicle 

involve & crash injure & crash 

crash & hwy snow & drive 

safe & drive northbound & close 

 

The tools from the Python library scikit-learn (Pedregosa et al., 

2011) was adopted to conduct machine learning classification 

using the Naïve Bayes and Logistic Regression methods. We 

manually label all of the queried tweets, namely above mentioned 

3,594 tweets, where 80% were randomly selected as training data 

to train the classifiers, and the other 20% were used for prediction 

according to Pedregosa et al. (2011). Based on the training data, 

the performance of the two classifiers were evaluated and the 

results are presented in Table 3. The classifier generated by the 

Logistic Regression method outperforms the classifier generated 

by the Naïve Bayes method. Therefore, we used the Logistic 

Regression classifier to predict the 20% of the queried tweets, 

which resulted in an overall accuracy of 0.85, as well as precision 

of 0.85, recall of 0.83, and F1-score of 0.84 by comparing using 

the manual labels. Four types of traffic events (traffic accidents, 

roadwork, severe weather conditions, and special events) were 

then geocoded to real world locations by referring to their GPS 

coordinates.  

 

Table 3. Performance of two classifiers 

 

Method Accuracy Precision Recall F1-score 

Naïve Bayes 0.83 0.76 0.83 0.78 

Logistic 

Regression 
0.85 0.83 0.85 0.83 
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The traffic event detection results were validated with the travel 

speed data of trucks collected in the Toronto area during the year 

of 2014 and 2015, which were provided by the Ontario Ministry 

of Transportation, Canada. This dataset includes hourly average 

travel speed of each road link for each day. Considering there 

may be certain location deviations between the geotagged 

coordinates of real-world traffic event and road links, the 

geocoded events were further located to the nearest road link 

using the “Near” tool in ArcGIS. A Z-test was performed for 

evaluation with the null hypothesis that the actual travel speed 

(si), when a traffic event i occurs, follows the Gaussian 

distribution of the typical travel speed (𝑇1, 𝑇2, 𝑇3, … 𝑇𝑖 , … , 𝑇𝑛) 

without traffic anomalies, given the same road link, hour, and day 

of the week. With the standardized travel speed described by 

Equations (9) and (10), the P-value of traffic event i was 

generated by Equation (11). Finally, a significance level L was 

required to reject or accept the null hypothesis.  

 

𝑠𝑖
′ =

𝑠𝑖 − 𝑀𝑒𝑎𝑛(𝑇1, 𝑇2, 𝑇3, … 𝑇𝑖 , … , 𝑇𝑛)

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑇1, 𝑇2, 𝑇3, … 𝑇𝑖 , … , 𝑇𝑛)
   (9) 

  

𝑇𝑖
′ =

𝑇𝑖 − 𝑀𝑒𝑎𝑛(𝑇1, 𝑇2, 𝑇3, … 𝑇𝑖 , … , 𝑇𝑛)

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑇1, 𝑇2, 𝑇3, … 𝑇𝑖 , … , 𝑇𝑛)
 (10) 

 

𝑃𝑖 = 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 {
𝑃𝐼 ≥ 𝐿,   𝑎𝑐𝑐𝑒𝑝𝑡 𝑡ℎ𝑒 𝑛𝑢𝑙𝑙 ℎ𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑖𝑠
𝑃𝐼 < 𝐿,   𝑟𝑒𝑗𝑒𝑐𝑡 𝑡ℎ𝑒 𝑛𝑢𝑙𝑙 ℎ𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑖𝑠

 (11) 

 

In this work, accepting the null hypothesis indicated that the 

detected traffic events refer to real-world traffic events. As shown 

in Figure 4, a sensitivity analysis was done to evaluate the effects 

of the significance level on event detection accuracy. When the 

significance level was defined as 0.1, 81% of the detected traffic 

events are likely to be real-world traffic events, while at least 15% 

of events were actually detected when the significance level was 

set to be 0.9.  

 

 
 

Figure 4. The relationship between significance level and traffic 

event detection accuracy 

 

4 CONCLUSIONS 

 

Detecting traffic events in a real-time manner can help drivers 

and traffic managers take effective measures to alleviate traffic 

congestion. Geosocial media platforms provide cost-effective 

and large sources of traffic event data by allowing people to 

report traffic anomalies at any time and at any location with 

internet. A case study using Twitter data was conducted in 

Toronto, Canada. We mined the association rules between words 

in positive tweets for a secondary query to further filter the noisy 

tweets introduced by the initial single-keyword query from raw 

Twitter streams. The Logistic Regression method was then 

selected to classify the queried tweets into non-traffic events, 

traffic accidents, roadwork, severe weather conditions, and 

special events, which was able to achieve an accuracy of 85%. 

By validating with the hourly average travel speed data through 

a Z-test, 81% of the detected events can be identified as actual 

real-world traffic events when the significance level was set as 

0.1. In addition, this work can help control traffic flow and 

improve road safety – resulting in the reduction of air pollution 

severity caused by traffic congestion, and the improvement in the 

quality of life for citizens. This work also promotes the 

development of smart transportation platforms and smart cities.  

 

In the future, we will take advantage of multiple sources of 

geosocial media data to extract as many real-world traffic event 

as possible. People have different geosocial media platform 

preferences, and taking advantage of multiple sources will 

account for these user preferences, where traffic related 

information absent in Twitter may be possibly filled by other 

platforms. Cross validation methods will be applied to 

automatically determine the optimal values for support and 

confidence in the Apriori algorithm. Considering that users may 

be far away from the exact location of traffic events when they 

post, the location information present in the text of traffic related 

tweets (e.g., street name) can be further extracted for location 

inference.  
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