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ABSTRACT:

This paper presents a method for the classification of images of silk fabrics with the aim to predict properties such as the place
and time of origin and the production technique. The proposed method was developed in the context of the EU project SILKNOW
(http://silknow.eu/). In the context of classification, we address the problem of limited as well as not fully labelled data and
investigate the connection between the distinct variables. A pre-trained Convolutional Neural Network (CNN) is used for the
feature extraction and a classification network realizing Multi-task learning (MTL) is trained based on these features. The training
procedure is adapted to enable the consideration of images that do not have a label for all tasks. Additionally, MTL with fully
labeled training data is investigated for the classification of silk fabrics. The impact of both MTL approaches is compared to single-
task learning based on two different class structures. We achieve overall accuracies of 92-95% and average F1-scores of 88-90% in
our best experiments.

1. INTRODUCTION

It is the main goal of the EU project SILKNOW
(http://silknow.eu/) to produce a computational system
that supports experts in cultural history to improve their
understanding of European silk heritage. Information about
historic artefacts such as silk fabrics is often collected in
databases that are accessible via the internet, e.g. (IMATEX,
2018; MfAB, 2018). Pieces of information that are relevant
for cultural heritage experts include the time or place of
production of such an artefact, the material it is made of, or the
technique that was used for its production. In order to support
further scientific analyses by digital ressources, it is essential
to have a standardized way of representing this information
in a computer. However, many digital collections do not use
such a standardized representation. In addition to a digital
image showing an artefact, the collections provide metadata,
containing the relevant information often as free text. The first
step for standardization is the definition of an ontology that
describes the pieces of information that may be relevant for
the standardized description of an object in the computer and
their mutual relations. The second step is the conversion of
the available (unstandardized) information into that ontology.
Given the fact that a digital collection may contain tens or
even hundreds of thousands of records, a manual input of this
information, e.g. by cultural historians reading the descriptive
texts and extracting the relevant information for the ontology, is
tedious, expensive and, consequently, often impossible. Thus,
automated procedures have to be developed. Such methods can
be based on automated processing of the available descriptive
text. However, in many cases, certain pieces of information
may not be contained in the textual descriptions, either because
they were unknown at the time of writing or because they were
considered negligible by the person formulating the text. The
only other source of information that can be tapped to obtain
the required information automatically are the digital images.
∗Corresponding author

Although work for the classification of artistic pictures exists,
e.g. (Blessing & Wen, 2010; Sharif Razavian et al., 2014), we
are not aware of a method that does so for images of silk fab-
rics. Furthermore, these methods usually determine individual
variables such as author, style or genre, but they do not take ad-
vantage of the inherent relationships between these variables.
In this paper, we propose a method that predicts relevant vari-
ables for the description of silk fabrics from digital images of
such fabrics. We use supervised learning based on deep Con-
volutional Neural Networks (CNN) (Krizhevsky et al., 2012) to
automatically derive the information about the production time,
the production place and the production method of silk fabrics.
While being very successful in many image classification tasks,
CNN are known to require a large amount of training samples,
so that even the manual annotation of these training data may
be prohibitive. In order to overcome this problem, the training
samples are obtained automatically from a publicly available
collection of textile images (IMATEX, 2018). Such a proce-
dure may result in an inhomogeneous class distribution and in-
complete training samples, i.e. samples for which a part of the
class labels required for training are missing. As the amount
of training data is limited, our method is built on top of a pre-
trained ResNet-152 network (He et al., 2016) for the extraction
of generic features from the image. On top of this feature ex-
traction network a classification network is trained for the new
specific classification tasks. Based on the assumption that the
time and place of production as well as the production tech-
nique are not independent, these three tasks are trained together
in the course of multi-task learning, e.g. (Leiva-Murillo et al.,
2013). Consequently, our CNN learns a joint feature represen-
tation for all three tasks while applying task-specific classifiers
to predict the class labels for the individual tasks. The end-
to-end training procedure is designed such that incompletely
labelled samples can also contribute. In this way, the training
set can be expanded, and it is expected that the individual tasks
and particularly the underrepresented classes in each task can
benefit from both, the larger amount of data as well as the con-
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sideration of potential dependencies between the tasks.

The scientific contribution of this paper can be described as fol-
lows. To the best of our knowledge, this is the first method de-
signed to predict multiple variables related to silk fabrics from
images. For that purpose, we propose a new CNN architec-
ture that is capable of multitask learning with the goal of learn-
ing a joint representation of the images for predicting different
variables. We present an end-to-end learning procedure that
can deal with incomplete training samples; this is achieved by
a specific definition of the training loss function. The devel-
oped method is trained and evaluated using samples that were
scraped automatically from an available web collection of im-
ages of silk fabrics. In the evaluation we show the benefits of
multitask learning as opposed to learning individual classifiers
for each task.

The remainder of this paper is structured as follows. Section 2
outlines related work on the classification of images of cultural
artefacts and methods for multitask learning. The developed
methodology for the classification of images of silk fabrics is
described in section 3. Section 4 describes the dataset that was
used for training and evaluation. The experimental evaluation
of our methodology based on these data is presented in sec-
tion 5. In Section 6 we draw a conclusion and give recommen-
dations for future work.

2. RELATED WORK

Image-based classification of artistic pictures is not an entirely
new problem in Photogrammetry and Computer Vision. In
Blessing and Wen (2010), different types of hand-crafted fea-
tures and a multi-class Support Vector Machine (SVM) were
used to predict the painter; using images from seven different
painters, an overall accuracy of 85.1% was achieved. In Saleh
& Elgammal (2015), the performance of different methods of
feature extraction and metric learning were compared. The goal
was to produce optimal feature vectors for the classification of
style, genre and artist by an SVM. The individual tasks (i.e.,
the prediction of style, genre and artist, respectively) were dealt
with independently from each other and using different subsets
of training images. The reported quality indices are somewhat
lower than those of Blessing and Wen (2010), but Saleh and
Elgammal (2016) differentiated more classes for each of the
three variables. In Arona & Elgammal (2012), a comparison of
different hand-crafted features for predicting the artistic style
of a picture is presented. The best results (overall accuracy of
65.4%) were achieved when using Classeme features (Torresani
et al., 2010) in combination with a SVM when differentiating
between seven classes.

Since the development of AlexNet (Krizhevsky et al., 2012),
CNN (LeCun et al., 1989) have revolutionized the field of im-
age classification. Sharif Razavian et al. (2014) demonstrated
that features from a pre-trained CNN enable a sufficient repre-
sentation of images for new recognition tasks, especially in the
case of limited training data; this approach was also applied to
the classification of artistic paintings. Based on the features of
a pre-trained AlexNet, a new classification layer was trained to
distinguish 22 art epochs of the Wikiart data set, achieving an
accuracy of 55.9% (Hentschel et al., 2016). Other approaches
to predict the painter of an artistic picture based on a pre-trained
CNN are Sur & Blaine (2017) and Tan et al. (2016), achieving
accuracies of 82.5% and 76.1%, respectively. However, these

methods only predict one specific variable and their application
domain is not related to silk fabrics.

In contrast to the classification of paintings, predicting prop-
erties of fabrics is a much less investigated field. A CNN-
based classifier was trained to predict different patterns of knit-
ted fabrics in Xiao et al. (2018), achieving an overall accuracy
of 98.4% among eight categories of structures. There are also
contributions to detect fabric defects based on images (Gao et
al., 2018). This leads to a binary classification problem. In Gao
et al. (2018), a defect detection accuracy of 96.5% has been
achieved. The only one work dealing with the classification
of a more abstract fabric property is our own previous work
(Dorozynski et al., 2019), where we used a network on top of a
pre-trained ResNet-152 to predict the time of production of silk
fabrics. This method will serve as a baseline for the multi-task
learning framework presented in this paper.

All papers cited so far deal with the prediction of variables of
works of art or fabrics based on images, but none of the contri-
butions investigated the joint learning and prediction of several
variables. That the joint training of related tasks can be benefi-
cial in comparison to a separate training of the individual tasks
was already stated in Caruana (1993), who introduced multi-
task learning for artificial neural networks and decision trees. In
the last couple of years, several approaches for multi-task learn-
ing in combination with CNNs were developed for different
recognition tasks. For instance, in Li et al. (2014) a shared fea-
ture extraction network consisting of convolutional and pooling
layers followed by task-specific networks out of dense layers
are trained for human pose estimation. A similar architecture
is proposed in Long et al. (2017), where all convolutional lay-
ers as well as the first fully connected layer are shared for all
tasks and the subsequent task-specific dense layers can interact
via tensor normal priors. A further option to share information
between the tasks is given by cross-stitching units learning a
linear combination of the activation maps introduced at differ-
ent stages between the task-specific CNNs of the tasks (Misra
et al., 2016). This architecture leads to a relatively large number
of parameters because there are task-specific (though interact-
ing) representations at intermediate layers of the network.

There is only limited work on multi-task learning with partly
labelled data. Garcı́a-Laencina et al. (2008) address the classi-
fication with partly incomplete feature vectors in the context of
multi-task learning, but all labels are considered to be available.
Other multi-task learning approaches that deal with (partly)
unlabelled data tackle the problem based on semi-supervised
learning (Luo et al., 2013), predicting semi-labels for the miss-
ing information, which, however, may be wrong. To the best of
our knowledge, there is no contribution that focuses only on the
available labels even if some of them are missing. There is also
no work on multi-task learning for the classification of fabrics
based on CNN.

3. METHODOLOGY

Our approach to predict multiple variables describing silk fab-
rics is based on CNN architectures that take an image of a fabric
and deliver one class label per task. In this context, a task cor-
responds to one distinct classification problem with the goal of
predicting one variable related to the textiles. Exemplarily, the
variables production timespan, production place and technique
are investigated in this paper.
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The proposed network architectures require RGB images of
the size 224 x 224 pixels as input. They rely on a ResNet-
152 (He et al., 2016) as a generic extractor for high-level fea-
tures, but additionally contain fully connected layers and one
or more softmax layers for the actual classification. We choose
this network as a feature extractor based on our insights from
Dorozynski et al. (2019), where ResNet-152 showed the best
performance compared to other feature extractors using similar
data. We use the ResNet-152 parameters pre-trained on the Im-
ageNet data set (Deng et al., 2009) and keep them fixed during
the training procedure, while we determine the parameters of
the other layers to adapt the classifier to the new domain of silk
fabrics. Thus, a sufficiently good representation of the images
can be obtained (Sharif Razavian et al., 2014), which is benefi-
cial for small data sets (as the one used in this paper) that do not
provide enough training data to train the whole ResNet-152. In
subsection 3.1, the proposed architectures are described in more
detail, while the training procedure is presented in section 3.2.

3.1 Network Architectures

In this work, two network architectures for the prediction of the
required variables from images are applied. The first one en-
ables the prediction of the class labels for a single variable and
is illustrated schematically in figure 1. We refer to it as our
network for single-task learning (STL). As a basis, the ResNet
architecture consisting of 152 convolutional and pooling lay-
ers from He et al. (2016) is adopted, providing a feature vector
with 2048 entries. To map the features to the K task-specific
classes, three fully connected (fc) layers are utilized. The first
and second fc layers, consisting of 1000 and 100 nodes, respec-
tively, use a Rectified Linear Unit (ReLU) (Nair & Hinton,
2010) as their activation function. The third layer, consisting of
as many nodesK as there are classes to be learned, is a softmax
layer and delivers the class scores. Figure 1 shows the feature
vectors as gray bars and also gives the dimensions of these vec-
tors. The arrows symbolize the network layers that lead to these
representations. The number of classes K depends on the vari-
able to be predicted and the available training samples (because
classes without samples are not considered). In order to predict
multiple variables, multiple instances of this architecture need
to be trained, and all of these instances have to be applied to
an image independently from each other. In our experiments,
this network architecture will mainly serve as a baseline for a
comparison to the second network architecture based on MTL.

Figure 1. Network architecture for single-task learning. fc: fully
connected layers. ReLU: rectified linear unit. K is the number

of classes.

We conjecture that the STL architecture results in a consider-
able overhead in terms of the parameters that have to be de-
termined. We argue that the variables we are interested in are

closely related and that there is an intrinsic relationship between
the three classification tasks. Consequently, our main goal is
to build and test an architecture for multi-task learning (MTL)
and classification. Our MTL architecture is illustrated in fig-
ure 2. Similarly to the STL architecture, ResNet-152 is cho-
sen as a generic feature extractor, converting the input image
into a 2048-dimensional feature vector. On top of ResNet-152,
there is one fully connected layer with 1500 nodes that is shared
among all tasks and, thus, delivers a task-independent represen-
tation of an image to be classified. This layer is followed by two
further task-specific fully connected layers, the last one being
a softmax layer delivering the classification scores. All dense
layers except the last one have a ReLU activation. The number
of output nodes is equal to the number of classes that will be
predicted for the individual tasks. These numbers are denoted
by Kts, Kpp and Kte for the variables production timespan,
production place and technique, respectively. Preliminary ex-
periments showed that neither architectures consisting of more
dense layers (either shared among the tasks or task-specific) nor
architectures with more nodes per dense layer or both could de-
liver better results than the one shown in figure 2.

Figure 2. Network architecture for multi-task learning. fc: fully
connected layers. ReLU: rectified linear unit. Kts,Kpp and Kte

are the numbers of classes for production timespan, production
place, technique, respectively.

The main advantage of the MTL architecture is the fact that by
sharing the larger fc layer, it requires fewer parameters than the
STL architecture, which we consider to be beneficial when the
number of training samples is restricted. Not considering the
final softmax layer, the STL architecture has 2049 × 1000 +
1001 × 100 ≈ 2,149k parameters per variable, thus altogether
6,447k parameters (weights + biases) need to be determined
when training three independent STL nets for predicting three
different variables. On the other hand, the number of parame-
ters for the MTL network that delivers the same three variables
is 2049 × 1500 + 3 × 1501 × 100 ≈ 3,524k (again excluding
the softmax layers). The number of parameters for the softmax
layers is identical in both cases (100 times the corresponding
number of classes; note that in case of STL, the valueK will be
substituted by Kts, Kpp and Kte, respectively, in the three in-
stances required to predict the three variables production times-
pan, production place and technique). By requiring the CNN
to learn a joint representation, MTL requires only about 55%
of the number of parameters of STL for the fc layers before the
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softmax layers when all three tasks are to be predicted. In our
experiments (section 5) we investigate the effects of this reduc-
tion in parameters on the classification results.

3.2 Training

To train a neural network, an objective function that evaluates
the quality of the class predictions of the training samples has
to be minimized. Such a loss function compares the predicted
class label and the ground truth class label to estimate the er-
ror in predicting the correct class based on the current network
parameters. The believe yk of a network having the parameter
values w that the sample xn belongs to the class k results from
the softmax activations

yk (xn,w) =
exp

(
wT

k · Φ
)∑K

j=1 exp
(
wT

j · Φ
) (1)

in the case of a multi-class classification problem with K
classes (Bishop, 2006). In equation 1, wk is a vector of the
weights of the kth node of the last layer of the network, while
Φ denotes the activations of the preceding network layer. De-
noting the weights of all hidden layers of the network by w, i.e.,
w = w∪w1 ∪ . . .∪wK , we can consider Φ to be a function of
the sample xn and w: Φ = Φ (xn,w). Assuming that N train-
ing samples are given and that each one shall be assigned to
one of K disjoint classes, a possible loss function for training
a CNN is given by the softmax cross-entropy function E (w)
(Bishop, 2006):

E (w) = −
N∑

n=1

K∑
k=1

tnk · ln (yk (xn,w)) . (2)

In equation 2, tnk is an indicator variable that is equal to one if
the nth sample belongs to the kth class and zero otherwise, and
ln denotes the natural logarithm. Thus, the loss is small for a
parameter selection w that assigns each sample xn to its correct
class k (for which tnk = 1). By minimizing equation 2, the pa-
rameters w of a CNN such as the one depicted in figure 1 can
be determined. We use a variant of stochastic minibatch gra-
dient descent (Krizhevsky et al., 2012) using backpropagation
for an efficient computation of the gradients (Bishop, 2006).
More details on optimization are given in section 5. Note that
in all experiments, we only determine the parameters of the fc
layers, while for the ResNet-152 we use pre-trained parameters
that are frozen in the optimization process.

Having to predict several variables per samples, the related
tasks can be learned simultaneously in the framework of MTL.
The implicit assumption of MTL is that there is some intrinsic
relation between these variables. For our MTL architecture, we
compare two training strategies that differ by the restrictions
they impose on the training samples. The first strategy is based
on the assumption that for every training sample xn we know
the correct class label for all of the M tasks (i.e., for all vari-
ables to be predicted). We refer to such samples as complete
training samples, and in the first strategy we assume that we
only use such complete samples. Under these assumptions, the
softmax cross-entropy loss for determining the parameters of
the MTL network shown in figure 2 can be extended to

E (w) = −
M∑

m=1

N∑
n=1

Km∑
k=1

tnmk · ln (yk (xn,w)) . (3)

In equation 3, m ∈ {1, . . . ,M} is the index of the task and
Km is the corresponding number of classes. Again, tnmk is an
indicator variable that is equal to one for the correct class k of
the nth sample for variable m and zero otherwise. That is, for
task m, tnmk is one only for one of the Km different classes
differentiated in that task, so that the variables tnmk have to
fulfill the following constraint:

Km∑
k=1

tnmk = 1 ∀m ∈M. (4)

Note that for M=1, equation 3 is equivalent to equation 2. If
we assume all training samples in the process of minimizing
equation 3 to be complete samples, every task will contribute
equally to the determination of the parameters of the joint (first)
fc layer of the network in figure 2. Thus, we expect our network
to learn a good common representation for all tasks at that layer.
Furthermore, in every training iteration, all parameters of all fc
and softmax layers will be updated.

However, requiring all training samples to be complete is a
rather strong restriction. Hand-labelling training samples is a
tedious and time-consuming task. As we will describe in sec-
tion 4, we generate training samples automatically by harvest-
ing online collections that are available in the WWW. Under
these circumstances, one will get access to much larger training
datasets, but at the cost that many samples will be incomplete.
That is, for many samples one might only know the correct la-
bels for a subset of the tasks, e.g. due to a poor or incomplete
annotation of the online collections. The second training strat-
egy investigated in this paper relaxes the assumptions of the
first stragegy by also allowing incomplete samples to be used in
the training process. Denoting the subset of tasks for which a
class label is known for sample xn by Mn, the second training
strategy is based on minimizing

E (w) = −
∑

m∈Mn

(
N∑

n=1

Km∑
k=1

tnmk · ln (yk (xn,w))

)
, (5)

which is equivalent to equation 3 in the case of complete sam-
ples; in the case of incomplete samples, only samples with
known labels contribute to the loss. If the label for a task is un-
known, the weights and biases of the related task-specific fc and
softmax layers are not affected by a sample. On the one hand,
this may lead to a lower quality of the joint representation, in
particular if there is a set of variables for which the training la-
bel is unknown for a very large number of samples. On the other
hand, this procedure allows the inclusion of a larger number of
samples and, thus, the differentiation between more classes per
task (because some labels may not occur at all if one discards
all incomplete samples). In our experiments we compare the
two training strategies for MTL.

4. GENERATION OF TRAINING SAMPLES

The presented methodology is applied to data that were ob-
tained from the online collection of the Centre de Docu-
mentació i Museu Tèxtil in Terrassa (Spain) (IMATEX, 2018).
Among several museum collections we checked this collection
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contains the largest amount of images that are useful for our ap-
plication and it also had the most consistent annotations. The
collection contains a total of 30916 RGB images of fabrics,
clothes and accessories as well as some paper designs for tex-
tiles. Figures 3 and 4 illustrate examples for images of fabrics
and design papers. As we are only interested in properties of
mere textiles, all images of clothes and accessories were dis-
carded. All images are scaled such that the larger dimension
(could be width or height) is equal to 400 pixels. Consequently,
the other dimension may be smaller and varies between 25 and
400 pixels. For each image, descriptive texts concerning vari-
ous characteristics of the depicted objects are given in the online
collection. In order make the data available for our purposes,
we implemented a web crawler in Java; its source code is avail-
able publicly at https://github.com/SILKNOW/crawler/ .
The web crawler performs specific search requests on the spec-
ified museum web site and serializes the web site responses in
the Java Script Object Notation (JSON) data format.

Figure 3. Examples for images of fabrics we used for our work.
Classes: 2nd half 19th century, Catalonia, Jacquard.

c©Quico Ortega (IMATEX, 2018)

Figure 4. Examples for images of paper drawings we used for
our work. Classes: Unkown production time and place,

Drawing. c©Quico Ortega (IMATEX, 2018)

These JSON files contain the meta information about all sam-
ples in corresponding pairs of label and value fields. This
information was further processed to make it useful for our ap-
plication. First, we had to map the names of properties (given
in Catalán language in the label fields of the JSON files) to
the variables we wanted to predict. As pointed out earlier, we
focussed on the three variables production timespan (referred
to as CRONOLOGIA in the JSON files), the production place
(ORIGEN) and the (production) technique (TECNICA) of fab-
rics. Furthermore, for each of these variables, the correspond-
ing descriptions (given in the value fields of the JSON files,
again in Catalán language) had to be mapped to class labels.
After defining the class structure, we generated one conver-
sion table per variable. For each variable, this conversion table
contained all descriptive strings that occur in the JSON files.
The mapping table also contains the class labels, which are
assigned to the corresponding descriptions. For instance, the
strings Itália - and Itália -/ Biella - for ORIGEN were both
mapped to the class Italy for variable production place. The
class definitions and the conversion tables were generated such
that all classes were mutually exclusive and there was a suffi-
ciently large number of samples for each class (at least 200).

Selecting the images that have a valid description and thus a

valid class label for at least for one of the three targeted vari-
ables leads to a dataset of 10383 images. All class definitions
as well as the number of samples that are available for the in-
dividual classes can be seen in table 1. In total, 44% of the
images have information about production timespan, the pro-
duction place is known for 81% of the depicted fabrics and
the manufacturing technique is recorded for 66% of the data.
These statistics do already show the relevance of the proposed
methodology: for incomplete samples the missing information
could be predicted by a CNN.

Enabling the prediction of all classes with a roughly equal qual-
ity, an equal number of samples per class is desired for train-
ing. Furthermore, a sufficient number of representative training
samples is required. Whereas the distribution of images among
the classes is relatively homogeneous for the task production
timespan, the other two tasks have a quite unbalanced number
of images per class. In addition to this challenge, a further prob-
lem arises when the dataset is restricted to contain complete
samples only. For the task production timespan this is only the
case for 3137 images or less than 50% of all samples; the dis-
tributions of the samples among the classes are also shown in
table 1. Note that regarding the complete samples, no samples
are available for some of the classes. Thus, when only complete
samples are considered, these classes cannot be considered.

Class name Complete Incomplete
samples samples

TS
2nd half 19th c. 1022 1160
1st half 20th c. 1611 2258
2nd half 20th c. 488 1201

PL
Spain 394 2671
Catalonia 2727 4322
Italy - 551
Non-western - 880

TE

drawing 1386 3854
embroidery 336 359
jacquard 1160 1276
weaving 239 307
damask - 579
velvet - 500

Table 1. Overview of the class distributions for all tasks.
TS: production timespan. PL: production place. TE: technique.

5. EXPERIMENTS

In this section, the proposed network architectures and the ac-
cording learning procedures of section 3 are applied to the data
introduced in section 4. The setup of the experiments and the
evaluation strategy are described in section 5.1. Afterwards, the
results are presented and discussed in section 5.2.

5.1 Test setup and evaluation strategy

The procedure for all experiments involves the splitting of the
respective data into training, validation and test sets, where 60%
of the data contribute to the training and 20% of the data are
used for validation and for testing, respectively. The feature ex-
traction part of the ResNet-152 is initialized with the pre-trained
weights based on the ImageNet dataset (Deng et al., 2009) and
the parameters of the classification networks are initialized ran-
domly by drawing them from zero-mean normal distributions.
Before an image is propagated through the network, it is scaled
to the required input size of 224 × 224 pixels.

In the course of a five-fold cross validation, the respective clas-
sification network is trained until a saturation of the valida-
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tion accuracies can be observed. Training is based on stochas-
tic gradient descent using Adaptive Moments (Kingma & Ba,
2014) and the standard parameters (β1 = 0.9, β2 = 0.999 and
ε̂ = 1 · 10−8), except for the learning rate of 1 · 10−4. Finetun-
ing of hyper-parameters for all experiments would have led to a
considerable amount of computations and is beyond the scope
of this paper. We believe that the results achieved using these
settings are already quite good; further improvements by ex-
ploring better hyper-parameter settings are left for future work.

We report on two series of experiments. In the first set of exper-
iments, the performance of STL, MTL with complete samples
and MTL with incomplete samples will be determined to enable
a comparison of these three approaches. As the class structure
has to be the same for all three experiments to allow for a fair
comparison, only the classes that occur in complete samples
(cf. table 1) can be considered. All incomplete samples that
contribute to other classes are discarded. Thus, the classes Italy
and Non-western are not considered for the variable production
timespan and the classes damask and velvet are not considered
for the variable technique in the first set of experiments. The
second set of experiments makes use of all classes listed in ta-
ble 1. In this way, the MTL approach with incomplete samples
can be compared to the STL approach on the basis of a more
complex class structure. The MTL method with complete sam-
ples could not be applied in this case because there were no
samples for some classes.

The first experiment of the first series, referred to as STL, ad-
dresses the training of the variables production timespan, pro-
duction place and technique independently from each other. All
images of fabrics that provide class labels for one of the classes
to be discerned are considered in the course of STL, applying
the architecture depicted in figure 1. This means that incom-
plete samples could also be applied in this case, because learn-
ing a single task needs samples that have a label for the task to
be learned and incompleteness of labels for all other tasks does
not matter. Thus, the number of samples per class is the one
in the column for incomplete samples in table 1, but samples
for classes for which no complete samples are available were
discarded.

The second experiment in the first series investigates the impact
of multi-task learning with completely labelled training data
(MTL-C) on the classification performance, where exclusively
samples providing a label for all of the three tasks are taken into
account. Thus, the dataset is reduced to all samples according
to the column of complete samples in table 1. Consequently,
the architecture depicted in figure 2 is trained by minimizing
equation 3.

The last experiment in the first series realizes multi-task learn-
ing, too, but samples having an incomplete labelling (MTL-I)
are additionally considered, which is achieved by minimizing
the loss according to equation 5 in the training procedure. Thus,
the samples enumerated in the column for incomplete samples
in table 1 form the basis for this experiment. In comparison to
STL, all variables are relevant in the same training procedure,
whereas STL considers only one variable per training of an STL
network.

The second set of experiments compares the STL and the MTL-I
approaches. The difference to the first set of experiments is the
modified data basis. In contrast to the first set of experiments,
the classes Italy and Non-western are additionally considered

for the variable production timespan and the classes damask and
velvet are additionally considered for the variable technique.

The evaluation of the experiments is based on five-fold cross
validation. In each test run, a different group of the images is
used for testing, so that in an entire experiment, each sample ap-
pears in the test set once. We compare the predictions to the ref-
erence and report the overall accuracy (the average percentage
of correctly classified samples over all test runs). Because of
the unbalanced distributions of the samples among the classes,
we also report the F1-score

F1 = 2 · precision · recall
precision+ recall

(6)

as a class-specific quality measure. In equation 6, the recall is
the percentage of the samples of a class according to the ref-
erence that is also assigned to that class by the CNN, while
precision is the percentage of the samples assigned to a certain
class that actually corresponds to that class in the reference.
The F1 score is one possible measure that combines these two
measures.

5.2 Results and Discussion

5.2.1 Test series 1: The overall accuracies for all variables
of all experiments of the first set of experiments are shown in
table 2. In general, it can be observed that introducing MTL
leads to improvements for all variables compared to the STL
approach, but only in the case of fully labelled samples. Train-
ing the MTL architecture on the basis of incompletely labelled
samples decreases the overall accuracies for the task produc-
tion timespan by 0.4% and by 1.2% for the task production
place. Only the accuracy of the technique task can be improved
slightly by 0.4%. In contrast, improvements for all three tasks
can be obtained using samples with class labels for all tasks.
The variable production timespan has an increase of 6.8% in
overall accuracy, while the improvement for production place
and technique is 8.2% and 2.0%, respectively.

The F1-scores are presented in the tables 3 to 5, where each
table contains the F1-scores for one task. As already ob-
served by considering the overall accuracies, the MTL approach
with completely labelled samples outperforms the two other ap-
proaches according to the F1-scores, too. Except for the class
Spain, all classes of all tasks show improved results compared
to the separate learning of the individual variables (the excep-
tion certainly occurs because of the enormous reduction of sam-
ples for that class). On average, the F1-scores of production
timespan is increased by 4.7%, those of production place and
technique by 1.2% and 5.1%, respectively. The MTL approach
with incompletely labelled training samples achieves on aver-
age lower or similar F1-scores in comparison to the STL ap-
proach.

A possible reason for the superiority of MTL with complete
labels over MTL with incomplete labels may be the training

Task STL MTL-C MTL-I
production timespan 85.8 92.3 85.4
production place 87.2 95.4 86.0
technique 90.9 92.9 91.3
Average 88.0 93.5 87.6

Table 2. Overall accuracies [%] of the first series of experiments.
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Class name STL MTL-C MTL-I
2nd half 19th c. 81.5 91.5 81.4
1st half 20th c. 91.3 95.2 91.3
2nd half 20th c. 80.0 80.4 78.6
Average 84.3 89.0 83.8

Table 3. F1-Scores [%] for the task production timespan (first
series of experiments).

Class name STL MTL-C MTL-I
Spain 83.2 78.3 81.3
Catalonia 89.7 97.2 88.8
Average 86.5 87.7 85.1

Table 4. F1-Scores [%] for the task production place (first series
of experiments).

Class name STL MTL-C MTL-I
drawing 95.1 96.5 95.2
embroidery 83.5 90.3 82.9
jacquard 83.6 92.5 84.1
weaving 78.9 82.4 79.2
Average 85.3 90.4 85.3

Table 5. F1-Scores [%] for the task technique (first series of
experiments).

Task STL MTL-I
production timespan 85.8 85.1
production place 76.0 78.9
technique 87.4 89.0
Average 83.1 84.3

Table 6. Overall accuracies [%] of the second series of
experiments.

procedure for the joint dense layer. In the case of partly un-
known labels, only 38% of the samples have a class assignment
for all three tasks. This means that 62% of the samples lead to
a weight update of the joint layer in training even though they
do not reflect all interdependencies of the tasks. Thus, the rep-
resentation learned by the joint fc layer is most probably dom-
inated by the variables having missing labels. This leads to a
loss of generality for the representation, resulting in decreased
quality measures.

The improvements in the case of MTL with complete samples
are probably caused by the gain in generality obtained in the
training of the joint layer. Due to the contribution of all vari-
ables to the joint layer’s weight updates, the representation be-
comes more generic for all tasks.

5.2.2 Test series 2: The overall accuracies of the second set
of experiments can be seen in table 6. In contrast to the accu-
racies of the first series, MTL with incomplete samples leads to
an improvement for the variable production place of 2.9% and
of 1.6% for technique. Only the variable production timespan
has a decrease of 0.7% in overall accuracy.

Class name STL MTL-I
2nd half 19th c. 81.5 81.0
1st half 20th c. 91.3 90.6
2nd half 20th c. 80.0 78.7
Average 84.3 83.4

Table 7. F1-Scores [%] for the task production timespan (second
series of experiments).

As the overall accuracies already indicated, the F1-scores that
can be seen in the tables 7 to 9 are also decreased due to the

Class name STL MTL-I
Spain 76.0 76.8
Catalonia 80.8 84.2
Italy 55.9 57.5
Non-western 70.9 69.1
Average 70.9 71.9

Table 8. F1-Scores [%] for the task production place (second
series of experiments).

Class name STL MTL-I
drawing 94.1 94.9
embroidery 83.6 83.1
jacquard 80.6 83.0
weaving 76.5 76.6
damask 80.7 83.4
velvet 72.9 75.0
Average 81.4 82.7

Table 9. F1-Scores [%] for the task technique (second series of
experiments).

introduction of MTL for the production timespan, whereas an
increase of the F1-score can be observed for nearly all classes of
the variables production place and technique. The only excep-
tions are the classes Non-western and embroidery. A possible
reason for these exceptions could be the relative low number
of samples (especially for embroidery) and the decrease in the
case of Non-western may occur because of the potential diver-
sity within that class. All other production places denote one
country whereas Non-western contains influences from Egypt,
China, Japan, India and Iran.

One general observation is that the F1-scores of the STL ap-
proach as well as MTL with incomplete samples are lower than
the achieved scores in test series 1. This may be caused by
the more complex class structure that requires the estimation
of more complex decision boundaries in the feature space by
means of the trained fc layers. Be that as it may, Test series
2 shows that the utilization of MTL with incompletely labelled
training data can improve the classification performance when
considering all available classes. Even though MTL with in-
complete samples lowers the quality measures in the experi-
ments of Test series 1 (having a reduced number of classes), the
approach is able to improve two of the three targeted tasks in
the case of a more complex class structure.

6. CONCLUSION

Two multi-task learning approaches for the prediction of the
production timespan, the production place as well as the pro-
duction technique of images of fabrics were introduced in this
paper. One approach needs a class label for all three tasks per
training sample and the other approach needs a class assignment
for at least one of the tasks. In two test series, based on different
class structures, the two approaches were compared to a single
task learning approach. The first test series with a reduced num-
ber of classes showed that the best classification results can be
achieved with multi-task learning when class labels for all tasks
are available. Thus, overall accuracies of 92.3% to 92.9% and
average F1-scores of 87.7% to 90.4% were obtained. The sec-
ond test series demonstrated that multi-task learning with an
incomplete labelling still can improve some of the tasks in the
case of a more complex class structure.

In future work, further collections of images of fabrics should
be included to obtain a more balanced distribution of the sam-
ples among the classes on the one hand and to maintain all
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classes in MTL requiring a class label for all tasks. Possible
improvements of the MTL approach allowing an incomplete la-
belling might be achieved by using the samples with incomplete
labels only for a fine-tuning of the task-specific layer and to ex-
clude them from the training of the joint layer. Another option
could be a weighting of the samples; those providing a label for
all tasks get a higher weight than those with missing labels. Fur-
thermore, another realization of combining the tasks could be
investigated for both MTL approaches, so that the network may
learn inherent dependencies between the tasks. In that regard
additional variables might be included for the classification, e.g.
the author of a fabric/drawing or the subject depicted. Because
of the inherent dependencies between variables, including new
variables may even improve the classification results for the
variables already considered.

Beyond that, a modification of the feature extraction would be
of interest. The last layers of the pre-trained ResNet-152 could
be fine-tuned and thus be adapted for the classification of silk
fabrics or an own architecture could be investigated. Both mod-
ifications of the feature extraction require an expansion of the
dataset to enable the training of additional parameters. This ex-
pansion could be achieved either by integrating further textile
collections or by artificially enlarging the dataset by means of
data augmentation.
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