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ABSTRACT:

The high-speed videogrammetric measurement system, which provides a convenient way to capture three-dimensional (3D) dy-
namic response of moving objects, has been widely used in various applications due to its remarkable advantages including non-
contact, flexibility and high precision. This paper presents a distributed high-speed videogrammetric measurement system suitable
for monitoring of large-scale structures. The overall framework consists of hardware and software two parts, namely observation
network construction and data processing. The core component of the observation network is high-speed cameras to provide multi-
view image sequences. The data processing part automatically obtains the 3D structural deformations of the key points from the
captured image sequences. A distributed parallel processing framework is adopted to speed up the image sequence processing.
An empirical experiment was conducted to measure the dynamics of a double-tube five-layer building structure on the shaking
table using the presented videogrammetric measurement system. Compared with the high-accuracy total station measurement,
the presented system can achieve a sub-millimeter level of coordinates discrepancy. The 3D deformation results demonstrate the
potential of the non-contact high-speed videogrammetric measurement system in dynamic monitoring of large-scale shake table

tests.

1. INTRODUCTION

In the field of civil engineering, the engineering structure should
be evaluated by vibration test, wind tunnel, collapse and other
tests to assess the structural quality and safety factor. Auto-
matic and precise measurement of the dynamic deformations
of some key points on the structure is crucial to these tests for
further analysis. In general, the contact sensors such as dis-
placement gauges, strain gauges, and accelerometers are com-
monly used for deformation measurement. However, these con-
ventional sensors have limitations such as limited measurement
range, ease of damage or failure, increased model quality, and
time-consuming and laborious installation (Ribeiro et al., 2014,
Ye et al., 2018).

Videogrammetry, as an alternative to the conventional sensors,
is an extended non-contact 3D vision metrology technique that
expands the methods and models of photogrammetry from still
imagery to multiple time steps (Lin et al., 2008). The video-
grammetric system and the vision-based system uses high-
speed and high-resolution cameras to measure the spatial in-
formation changes of high-speed moving objects in a non-
contact manner and accurately reflect the deformation char-
acteristics, overcoming many defects of traditional contact
sensors. It is able to realize 3D multipoint and wide-range
measurement as well as is capable of repetitive measurements
and permanent records. Therefore, it is drawing increasing at-
tention in both static and dynamic measurement (Fraser, Riedel,
2000, Maas, Hampel, 2006, Liu et al., 2015). In (Chang, Ji,
2007), the authors used two commercial-grade digital video
cameras to measure 3D structural vibration response for three

*Corresponding author

experimental tests in the laboratory. In (Tang et al., 2010), a
3D digital image correlation system was developed for small-
scale deformation measurement in experimental mechanics. In
(Leifer et al., 2011), three synchronized CCD cameras was ad-
opted to measure the acceleration of high-speed moving objects
mounted on a modal shaker, which verified the feasibility of
videogrammetric technique in the shaking table test. (Tong et
al., 2017) proposed a high-speed videogrammetric system and
designed a specific artificial target to monitor a progressive col-
lapse test of a single-layer lattice shell. In (Ye et al., 2018), the
authors presented a practical vision-based system to measure
the 3D structural vibration deformations of shaking table tests
with a landslide dam model.

However, the observation objects of most of previous experi-
ments are small structures or local areas of large structures. The
videogrammetric measurement with small field of view can-
not directly adapt to the overall deformation analysis in large-
scale civil engineering tests. In order to realize the effective
and robust deformation monitoring in large-scale and wide-
range tests, all of observation network, data processing and sys-
tem implementation should be specifically considered. There-
fore, this paper presents a practical high-speed videogrammet-
ric measurement system to measure the multipoint 3D deform-
ations of larger structures. The system consists of a hardware
system with multiple high-speed and high-resolution synchron-
ized cameras, an automatic data processing workflow using ad-
vanced photogrammetry and computer vision algorithms, and
a distributed parallel processing framework to accelerate the
calculation. An empirical experiment of monitoring of large-
scale shaking table tests with a a double-tube five-floor building
structure is carried out to validate the performance and reliabil-
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ity of the presented videogrammetric system.

2. METHODOLOGY

In Fig. 1, the overall framework of the presented videogram-
metric measurement system is illustrated, which includes hard-
ware and software two parts: observation network construction
and data processing. Here, data processing part involving re-
trieving the 3D deformations of the target points from image
sequences with a distributed parallel processing framework is
the main contribution of our system.

High-speed Observation Network Construction

Camera layout ‘ Camera calibration

Targets layout ‘ Control measurement

High-speed camera synchronization

Videogrammetric Data Processing

Image enhancement of image sequence

v

Target recognition and matching on the first frame

v

Target tracking for each image sequence

v

Bundle adjustment and 3D coordinates calculation

v

Smoothing of 3D coordinates

v

Deformation parameters estimation

Figure 1. The overall framework of the presented
videogrammetric measurement system.

2.1 Observation network

The observation network is the hardware components of the
videogrammetric systems. Several high-performance hardware
devices are required, such as high-speed cameras, synchron-
ous controllers, data acquisition cards, and data storage cards.
The high-speed camera (see 2 for a sample) plays a most im-
portant role, whose capabilities directly decide the potential of
videogrammetric system. In general, the selection of the ap-
propriate cameras is driven by requirements in accuracy, resol-
ution, acquisition frame rate, synchronization, amount of data,
spectral information, field of view, scale, and cost (Luhmann,
2010). In this study, certain industrial cameras with high stabil-
ity, high frame rate, high transmission capacity and high anti-

interference ability are selected. The cameras should be care-
fully positioned and orientated to ensure the field of view fully
cover the measured objects. Prior to the measurement, the cam-
eras are independently calibrated to obtain the interior orient-
ation parameters and the lens distortion parameters. The cam-
eras are fixed during the tests, and then the camera paramet-
ers keep constant at each epoch for facilitating the following
photogrammetric analysis. In order to acquire and store large-
capacity image data in real time, each high-speed camera needs
to be equipped with a high-performance image acquisition card
and a high-speed storage disk array. A synchronous controller
is also necessary to keep the simultaneous image acquisition of
all the connected high-speed cameras taken at the same time.

Figure 2. A sample of high-speed camera.

In addition, the control information is indispensable for photo-
grammetric analysis to provide the absolute references of scale
and orientation. A total station is typically used to measure
the 3D spatial coordinates of control points and establish the
control network constructed by these control points attached to
some stationary objects. Artificial targets are commonly ap-
plied in videogrammetric measurement in order to efficiently
track the key positions of the structural models. These targets
can be automatically detected for all images, and are signific-
antly useful in the case that natural targets are hard to attain by
feature detection. A circular target was chosen as tracking point
and control point in this study because of its robustness in iden-
tification and tracking. As shown in Fig. 3, the tracking target
is composed of a white circle and a black background and is
pasted on the structure surface to represent the key positions.
The control target adds a cross-wire, a inner-circle design and
retro-reflective material on the centre to improve the precision
of total station measurement. The size of the artificial targets
should be determined by the model size, field of view, camera
resolution and so on. In general, the radius of the circle in the
artificial target is set as about 20 pixels on the captured images.

(@) (b)

Figure 3. A sample of artificial target: (a) tracking target and (b)
control target.
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2.2 Data processing

2.2.1 Image sequence processing The objective of image
sequence processing is to automatically obtain the image co-
ordinates of the targets at each epoch. The workflow of our im-
age sequence processing is shown in Fig. 4, which includes im-
age enhancement, target recognition, target matching and target
tracking. The image enhancement and target tracking is per-
formed on all the captured image sequences, while the target
recognition and matching is only need to be performed on the
first frame of each image sequence.

Image
Enhacement

Target
Recognition

Target
Matching

Target
Tracking

Figure 4. The workflow of image sequence processing.

As the artificial light source is unsuitable in the case of mon-
itoring large structures, image enhancement is alternatively ad-
opted on every frame to ensure the good illumination and con-
trast conditions (Hong et al., 2019). A local color correction al-
gorithm (Gomila Salas, Lisani, 2011) for contrast enhancement
is used to reduce the dark areas and enrich the texture details.

For the used circular artificial targets, target recognition on the
initial frame is automatically achieved by ellipse detection. In
this study, a state-of-the-art elliptical arc detector denoted as
ELSDc (Ptrucean et al., 2017) is applied. The elliptical prim-
itives are determined through candidate generation by region
growing and chaining, model validation and selection by a con-
trario theory. The ellipse outputs are then filtered by restricting
the axes and delimiting angles. The finally extracted ellipse
centers represent the key positions to be measured.

The targets separately detected on the first frame of each image
sequences should be matched in order to retrieve the 3D co-
ordinates. This target matching is hard to realize only using the
targets information due to the viewpoint difference and depth

variation (Hong et al., 2015). Therefore, we resort to feature-
based registration that detects and matches additional salient
features to obtain a projective transformation model between
images. We use Harris-Laplace detector (Mikolajczyk, Schmid,
2004), SIFT descriptor (Lowe, 2004) and Multi-GS algorithm
(Chin et al., 2012) for feature detection, feature descriptor and
outlier removal, respectively. With this transformation model,
the target point can find the corresponding target points on other
images as the nearest points relative to the warped positions.

In addition, the detected target position is also used to provide a
initial reference for the following target tracking. Correlation-
based template matching can be adopted to estimate the 2D mo-
tion between a local template centered at the target position in
the first frame and a deformed copy in successive frames (Ye et
al., 2019). In this study, least squares matching method (Gruen,
1985) is selected for accurate target tracking. This method con-
siders the geometric deformation of template and can achieve
the tracking results with high accuracy and high reliability.
After image sequence processing, the 2D image coordinates of
the corresponding targets on all frames of each captured image
sequence can be obtained.

2.2.2 3D reconstruction In the process of 3D reconstruc-
tion, the estimation of the exterior orientation parameters in-
cluding the position and orientation of the cameras is the most
important part, which affects the accuracy of the 3D coordinates
calculation. Using the target positions on the first frames and
the know 3D spatial coordinates of control points, we can obtain
the the exterior orientation parameters using bundle adjustment.
Its basic model is a collinearity equation (see Eq.(1)), which es-
tablishes the perspective relationship between the 2D projection
and the 3D space. Based on the results of camera calibration,
target recognition and matching, and total station measurement,
the final solutions of bundle adjustment are achieved by an iter-
ative least squares estimation process. As the cameras remain
stable during the measurement process, the interior and exterior
orientation parameters are constant for all epochs. Therefore,
based on the target tracking results and the interior and exterior
orientation parameters, the 3D spatial coordinates of the track-
ing points can be easily calculated through forward intersection,
which is also based on the collinearity equation.

_ _ _raa(Xa—Xg)+b1(Ya—Ys)+c1(Za—Zs)
i £ Fi B 25 A
_ _ _ ra2(Xa—Xg)+ba(Ya—Ys)+ea(Za—Zs
Yy—yo+Ay= fGS(XA*XS)‘HB(YA*YS)+C3<ZA*ZS)

where z, y are the image coordinates of the target; xo, yo, f are
the interior orientation parameters; Ax, Ay are the lens distor-
tions; Xg, Ys, Zgs are the spatial coordinates of the perspective
center of the camera; X 4, Ya, Z4 are the spatial coordinates of
the target; a;, b;, ¢; (i =1, 2, 3) are the elements of the rotation
matrix of the camera.

2.2.3 Deformation parameter estimation Deformation
parameters such as displacement, velocity and acceleration are
important parameters to describe the motion state of moving
objects. Therefore, after acquiring the 3D spatial coordinates
of each target, the deformation parameters at the key positions
can be further solved by the numerical differentiation with the
corresponding 3D spatial coordinates. High-frequency noise is
inevitable caused by inherent measurement uncertainty such as
camera synchronization and image processing. A smoothing
filter (such as a Savitzky-Golay filter) is adopted to remove the
high-frequency noise while preserving the true features of the
process prior to the deformation estimation (Leifer et al., 2011).
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The displacement values of a target are the difference between
the 3D spatial coordinates at epoch n and at the first epoch, and
are calculated as:

Sx, = Xn —Xo
Sy, =Y, —Yp )
Sz, = Zn — Zo

where Sx,,, Sy, , and Sz, denote the displacement values at
epoch n in the X, Y, and Z directions, respectively; Xo, Yo,
Zo and X, Y, Z, represent the 3D coordinates in the X, Y,
and Z directions at the first epoch and at epoch n, respectively.

The 3D velocity values of a target at epoch n Vx,,, Vy,,, and
Vz,, are calculated as:

_ Xnt1—Xn-1
Vx, = 2AT

_ Yy Y

vy, = Dot 3)
_ n+l—"%4n—1

Vz, = 2AT

where X, 11, Ynt1, and Z, 41 are the 3D coordinates in the
three directions at epoch n+1; X,,—1, Y,—1, and Z,,_; are the
3D coordinates in the three directions at epoch n-1; AT indic-
ates the time interval between adjacent epochs.

Similarly, the 3D acceleration values of a target at epochn ax,,,
ay,,, and az, are calculated as:

— VXn+1 _VX”71
ax, = v 2A
— Yn+1_ Y1
ay, = —E =t (€))
— VZ71+1 _VZn71
azn = 2AT
where Vx, . ,, Vv, ,,,and Vz,, are the velocity values in the

three directions at epoch n+1; Vx, ., Vy, _,, and Vz, | are
the velocity values in the three directions at epoch n-1.

2.3 Distributed parallel computing

In order to achieve the purpose of on-site computing, the paral-
lel computing is necessary to improve the computing efficiency
(Gaoetal., 2019). In our measurement system, each high-speed
camera is equipped with a minicomputer, and a principal con-
troller is used to manage these minicomputers. In the minicom-
puter, the high-performance multi-core Central Processing Unit
(CPU) is applied to support the parallel computing of the tar-
get matching and tracking of massive image sequences, which
will take a lot of time in data processing. The targets will be
partitioned into different groups according to the core num-
bers of CPUs so that every group can be processed and calcu-
lated in parallel. The distributed computing parallel framework
is shown in Fig. 5. The processing steps are depicted as fol-
lows. (1) The initial frames are sent to principle controller from
minicomputer. (2) The initial corresponding target points are
calculated through target recognition and feature-based match-
ing. (3) These corresponding points are transferred to the cor-
responding minicomputer respectively. (4) The tracking and
matching of target points can be computed in parallel. (5) The
sequential image coordinates of corresponding points will be
sent to principle controller to implement 3D reconstruction.

3. RESULTS AND DISCUSSION
3.1 Experimental details

In this study, experiments that monitor the dynamic response
of a double-tube five-layer reinforced concrete core tube struc-
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Figure 5. Distributed computing parallel framework.

ture on a large-scale shaking table (see Fig. 6) were conducted
to demonstrate the feasibility of the videogrammetric measure-
ment system. The size of the structural model is 2420 mm x
1620 mm x 4500 mm with a model scale ratio of 1/5. A large-
scale 3D shaking table with a platform size of 4 m x 4 m was
employed for the tests.

A set of six high-speed cameras were used in the observa-
tion network to capture around the entire frame, and each two
high-speed cameras formed a pair of stereoscopic observations.
The cameras used are the CL600x2 CMOS camera produced
by Optronis GmbH, Germany. The image size is 1280x 1024
pixels, and the frame rate was set as 200 fps. Each camera was
equipped with a 20mm fixed focus lens to increase the field of
view, and was mounted on a tripod to keep it stable. During
the shaking table test, six high-speed cameras simultaneously
captured and stored image sequences. Circular artificial targets
with a diameter of 50 mm were pasted on the model and ob-
jects to represent tracking and control points. The key position
of each layer has one tracking point (see the red rectangles in
Fig. 6(b)). In addition, a control network was arranged with
some control points positioned on the surrounding stationary
scaffolds, and the 3D spatial coordinates of these control points
were measured by a Sokkia NETO5SAX total station with a 0.5
mm distance measurement accuracy to provide a reference sys-
tem and to assess the performance of videogrammetric meas-
urement.

3.2 Comparison with total station measurement

In order to evaluate the spatial coordinate accuracy obtained
from the videogrammetric measurement, the control points are
divided into two sets, one set is inputted into bundle adjustment
to provide the control information, and another one is selec-
ted as check points whose 3D coordinates are calculated using
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videogrammetric data processing as well. The absolute dis-
crepancy between the videogrammetric measurement and the
total station were estimated through these check points, which
is shown in Table 1. The root mean square values of abso-
lute discrepancy are 0.29 mm, 0.18 mm and 0.20 mm in the
X, Y, and Z direction, respectively. The accuracy satisfies the 154
requirement of the experiment.
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Figure 7. Results of deformation parameter estimation in the Y’
direction. (a) Displacement time histories, (b) velocity time
histories, and (c) acceleration time histories of five tracking

points.

(b)

Figure 6. Scene of experiments. (a) Testing site and (b) sample
image from the high-speed camera.
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No. Discrepancy values
AX(mm) | AY(mm) | AZ({mm)

1 0.19 0.13 0.11
2 -0.38 -0.19 -0.23
3 -0.26 -0.16 0.25
4 0.36 -0.18 0.17
5 -0.30 0.12 0.28
6 -0.21 0.24 0.09
7 -0.35 -0.23 -0.11
8 0.22 -0.16 -0.25
RMS 0.29 0.18 0.20

Table 1. Coordinate difference values of the check points
4. CONCLUSION

Non-contact videogrammetric technique is gradually adopted
in different fields due to its advantages. This paper focuses on
the application of high-speed videogrammetric technique in the
dynamic monitoring of large-scale structures. A practical high-
speed videogrammetric measurement system is presented, and
the hardware and software components of the system includ-
ing a observation network, an automatic data processing work-
flow and a distributed parallel processing framework are intro-
duced. An actual large-scale shaking table test with a double-
tube five-layer structure was conducted to validate the power of
high-speed videogrammetric measurement system for monitor-
ing the 3D vibration response. In the experiment, six synchron-
ized high-speed cameras at a frame rate of 200 fps were em-
ployed. Compared with the high-accuracy total station meas-
urements, the videogrammetric system was able to achieve a
sub-millimetre accuracy in the 3D spatial coordinates calcu-
lation. The displacement, velocity and acceleration of track-
ing points were successfully obtained by the videogrammet-
ric measurement, which detailed reflect 3D dynamic responses
of structural vibration. The experimental results show that the
non-contact videogrammetric system is an alternative to mon-
itor the large-scale structure.
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