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ABSTRACT: 
 
Transport infrastructure monitoring has lately attracted increasing attention due to the rise in extreme natural hazards posed by climate 
change. Mobile Mapping Systems gather information regarding the state of the assets, which allows for more efficient decision-making. 
These systems provide information in the form of three-dimensional point clouds. Point cloud analysis through deep learning has 
emerged as a focal research area due to its wide application in areas such as autonomous driving. This paper aims to apply the 
pioneering PointNet, and the current state-of-the-art KPConv architectures to perform scene segmentation of railway tunnels, in order 
to validate their employability over heuristic classification methods. The approach is to perform a multi-class classification that 
classifies the most relevant components of tunnels: ground, lining, wiring and rails. Both architectures are trained from scratch with 
heuristically classified point clouds of two different railway tunnels. Results show that, while both architectures are suitable for the 
proposed classification task, KPConv outperforms PointNet with F1-scores over 97% for ground, lining and wiring classes, and over 
90% for rails. In addition, KPConv is tested using transfer learning, which gives F1-scores slightly lower than for the model training 
from scratch but shows better generalization capabilities. 
 

1. INTRODUCTION 

The modern society is increasingly dependent on transportation 
networks in its daily activities. In a context of increasing risk of 
extreme natural hazards related to climate change, and a lack of 
maintenance on road and rail infrastructure, with maintenance 
budgets that do not evolve with the length and age of the 
infrastructure (European Commission, 2019), higher risks of 
accidents, congestions and serviceability reduction are expected. 
The infrastructure requires relevant adaptations in order to 
improve its resilience, that is, to improve its ability to resist, adapt 
to, and recover from the effects of a hazard, considering all 
modes of disaster cycle: preparation, response and recovery, and 
mitigation (Erdelj et al., 2017). Focusing on the preparation, it is 
important to highlight infrastructure monitoring as an essential 
component within an infrastructure management system, as it 
offers data that allows to understand and quantify the state of the 
infrastructure, as well as to make decisions according to it. In a 
context of limited budget for infrastructures, there is a need of 
research on new technologies that improve infrastructure 
monitoring, which allows a more efficient and automated data 
collection and decision-making. 
 
Mobile Mapping Systems (MMS) have evolved rapidly during 
the last few years, as they have proven to be a valid technology 
for infrastructure monitoring applications. They are mobile 
platforms equipped with different monitoring sensors, such as 
laser scanners, which are able to collect 3-dimensional (3D) 
representations of the environment in the form of point clouds on 
an accurate and efficient manner. MMS typically include other 
remote sensing components such as positioning sensors or RGB 
cameras, which provide additional data that is coupled to the 
point cloud. Such a point cloud is a sparse non-grid structured 
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data and hence its processing is more challenging than that of 2-
dimensional grids. Research regarding the treatment of the data 
collected by MMS systems has been constantly increasing year 
by year, so as the number of applications related to infrastructure 
monitoring, as seen in different recently published reviews (Che 
et al., 2019; Guan et al., 2016; Ma et al., 2018; Soilán et al., 
2019c). Some of the most common applications address the 
automatic processing of 3D point cloud data to obtain 
information about the road surface (e.g. pavement, road 
markings, driving lanes, road cracks) and relevant assets of the 
infrastructure (e.g. traffic signs, poles, vegetation, power lines).  
 
From the aforementioned research reviews, it can be seen that 
while the research on road infrastructure is relatively prolific, the 
number of publications that study railway infrastructure is 
considerably lower. This is motivated by the complexity of 
installing the equipment of the MMS on the railway, which 
requires special auxiliary vehicles such a draisine; the 
correspondent permissions by the infrastructure operators; and a 
very specific and typically constrained window of time when the 
inspection can be carried out. Nonetheless, there have been 
relevant research projects on railway infrastructure. Arastounia 
(2015) developed a heuristic process that recognizes key 
elements of the railroad infrastructure (rails, cables, masts and 
cantilevers) with very high precision at object level using a MMS 
mounted on a train, by using the geometric properties and 
topological relationship of the 3D point cloud data. This work has 
been progressively enhanced, using a template matching for 
clustering the railroad into rail track, contact cable and catenary 
cable classes (Arastounia and Oude Elberink, 2016).  
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More recently, heuristic methods have been upgraded by making 
them applicable to railroads with any slope, and more 
independent to the rails’ dimensions and point cloud density 
(Arastounia, 2017). Lou et al. (2018) proposed a real-time 
algorithm that detects rails based on their geometric and 
radiometric properties, using a Velodyne scanner. Other works 
apply supervised classification algorithms, instead of relying 
only on heuristics, in order to reduce the dependence on manual 
thresholds and conditions. Sánchez-Rodríguez et al. (2018) 
combine a first heuristic step with a subsequent application of a 
linear Support Vector Machine (SVM) to classify rails. This type 
of classifier is also employed in Hackel et al. (2015) to classify 
rail frogs with features such as rail alignment, normal orientation 
or the distance of nearest neighbours in three different rails.  
 
Alternatively, Luo et al., (2014) proposed a context-based 
classification method to automatically recognise railway objects 
from point cloud data acquired with an Optech Lynx M1 scanner. 
This work enhanced the predictions from a local classifier of 
Gaussian Mixture Model-Expectation Maximization (GMM-
EM) by incorporating contextual information with a Conditional 
Random Field (CRF) model. Afterwards, this CRF model was 
used to develop supervised learning classification methods using 
a SVM local classifier for the classification of the different 
components of railway electrification systems (Jung et al., 2016; 
Chen et al., 2019). 
 
Nowadays, the usage of new deep learning architectures for 
supervised classification or semantic segmentation of 3D point 
cloud data is a very relevant research topic. This research aims to 
develop end-to-end processes where the heuristics or feature 
handcrafting processes are minimized, while the classification 
models learn by themselves the relevant features that allow to 
classify the input data. While the state of the art on 2D image 
classification with Deep Learning models is large, it is still an 
emergent field on 3D data. A recent review of this research can 
be found in Liu et al. (2019). It highlights the models of PointNet 
(Qi et al., 2016) and PointNet++ (Qi et al., 2017) as pioneers 
working with raw point clouds for classification and semantic 
segmentation, addressing unstructured point cloud data. There 
also exist networks inspired by Convolutional Neural Networks 
(CNN) such as PointCNN (Li et al., 2018) or KPConv (Thomas 
et al., 2019), or by Recurrent Neural Networks (RNN) such as 
3P-RNN (Ye et al., 2018) among others.  
 
As the application of these deep learning architectures is very 
limited in railway environments, this paper proposes the 
application of two different architectures for the classification of 
railway tunnels: PointNet and KPConv. While the first is a 
pioneering architecture that has been successfully employed in 
different applications, the latter is recent and shows great 
potential. Summarizing, the aim and contributions of this work 
are the following:  
 

1) To analyse and compare the performance of the two 
proposed deep learning-based models through their 
application in 3D point clouds of railway tunnels, 
classifying the most relevant parts of the infrastructure.  

2) To draw conclusions on the employability of these 
methods over heuristic-based methods, to foresee future 
work related with infrastructure monitoring and 
generation of information models. 

 
This paper is structured as follows: Section 2 presents the data 
employed in this work. Section 3 describes the methodology and 
classification models, and details how the data is managed to get 

the results, which are presented and discussed in Section 4. 
Finally, Section 5 outlines the conclusions and future work. 
 

2. CASE STUDY DATA 

This study employs 3D point cloud data acquired with a LYNX 
Mobile Mapper system (Optech, 2019). A complete description 
and an accuracy study of this system can be found in (Puente et 
al., 2013). The acquisition vehicle’s average speed was 5 km/h.  
Data from two railway tunnels (named Tunnel A and Tunnel B 
in this work) are used to develop and validate the proposed 
methodology. Both tunnels have circular shape and two power 
lines on top of the rails. In order to make the point clouds 
manageable, they were divided in sections of about 20 meters of 
length each in the direction of the vehicle trajectory. Point clouds 
at the entrances that include data from outside the tunnel were 
discarded. Then, following a proportion of approximately 
80/20%, data from each tunnel were split for training and testing 
the models resulting from this work (Table 1). 
 

Dataset Length (m) Number of 
sections 

Training 
sections 

Test 
sections 

Tunnel A 850 41 32 9 

Tunnel B 1 100 54 44 10 

Table 1. Parameters of the case study data. 

 
3. METHODOLOGY 

This work validates the capability of two different deep learning 
architectures, KPConv and PointNet, for semantic segmentation 
of 3D point clouds of railway tunnels. In this section, the data 
labelling and preprocessing are firstly presented. Then, the main 
characteristics of the proposed architectures are summarized, 
along with the most relevant parameters that were used for 
training the classification models.  
 
3.1 Data labelling and preprocessing 

Data labelling is an indispensable step to carry out when training 
supervised classification models. Obtaining labelled data is 
typically a manual and tedious process. While there already exist 
labelled datasets for a wide range of image classification 
applications, the number of 3D point cloud labelled datasets is 
limited. In this work, the data introduced in Section 2 are not 
initially labelled, and to the best knowledge of the authors there 
are not public datasets of 3D point clouds of railway tunnels with 
labels to assist supervised classification. Therefore, the first step 
of the proposed methodology consists of assigning a single label 
to each point of the case study data.  
 
In order to avoid an extensive and manual labelling process, this 
method takes advantage of previous work. Sánchez-Rodríguez et 
al. (2018) present a heuristic-based process to automatically 
detect different parts of railway tunnels such as lining, ground, 
rails, power line wires and cantilever arms. Following this work, 
Sánchez-Rodríguez et al. (2019) performed an automated 
inspection of power line wires, classifying contact wires and 
suspension wires. By combining the results of these works, the 
dataset is initially labelled considering seven classes: ground, 
lining, cantilever arm, contact wire, suspension wire, rail, and 
unclassified points. Although the quality of this automatic 
labelling is high, a further manual refinement is done. First, wires 
and cantilever arms are merged in the same class, ‘wiring’. Then, 
unclassified points are manually checked and assigned to the 
most appropriate class, ending up with a four-class classification 
(ground, lining, wiring and rails; Figure 1a). Nevertheless, 
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mislabelling may occur specially in the boundaries of different 
classes due to subjectivity on the manual refinement or 
unchecked areas (Figure 1b).  
 

 
Figure 1. Point cloud labelling. (a) Each point cloud is labelled 

defining four classes, namely ground (blue), lining 
(green), rails (red) and wiring (yellow). (b) 
Mislabelling may occur in their boundaries. In this 
case, between rails and ground classes. 

 
3.2 Deep learning architectures 

3.2.1 KPConv 
 
Thomas et al. (2019) introduced the Kernel Point Convolution 
(KPConv) operator. KPConv is a point convolution design that 
operates directly on the points and consists of a set of local 3D 
filters. This is the current state-of-the art approach for semantic 
segmentation. In contrast to multilayer perceptrons (MLP) 
methods such as PointNet (Qi et al., 2016), this method is 
inspired in 2D image convolutions and explicitly defines a set of 
learnable convolution kernels by using the spatial localisation of 
the point cloud. These kernel points determine the areas for 
applying the kernel weights, which are computed as the 
Euclidean distance to the kernel points. KPConv allows any 
number of kernel points, which makes this design highly flexible. 
The positions of the kernel points are formulated as an 
optimization problem of best coverage in the sphere space. 
 
Specifically, this work considers the Kernel Point Fully 
Convolutional Neural Network (KP-FCNN) architecture 
proposed by Thomas et al. (2019) for 3D scene segmentation. 
The KP-FCNN segmentation starts with a subsampling process. 
This procedure divides the point cloud into smaller clouds 
contained in spheres, which are chosen randomly during training 
and regularly during testing. In addition, KPConv operator uses 
the radius neighbourhood technique, which allows to keep a 
consistent receptive field. The grid subsampling and the radius 
neighbourhood ensure that the algorithm is robust in non-uniform 
sampling areas and reduce the computational cost required, when 
compared to other point convolution networks such as Pointwise 
CNN (Thomas et al. 2019). 
 
The first approach to apply KPConv to the dataset described in 
Section 2 is to apply transfer learning to take advantage of the 
learned features in a more complex dataset. This work considers 
the 3D dataset Semantic3D (Hackel et al., 2017), which Thomas 
et al. (2019) used for the application of KPConv for scene 
segmentation. This dataset consists of a large set of point clouds 
obtained from outdoor fixed scans, with over four billion 
manually labelled points divided into eight classes. The process 
of applying transfer learning starts by training the KPConv in the 
Semantic3D dataset and the resulting model is used for feature 
extraction. This pretrained model is adapted for its applicaiton to 
the railway tunnel dataset by freezing every layer in the network 
except the input and output layers. Then, the modified pretrained 
model is trained with the 80% of the data and tested in the 
remaining 20%, as mentioned in  Section 2. The reason to restrict 
training to the external layers and not updating the weights across 

the whole network is to avoid overfitting, as the tunnel data is 
smaller and more repetitive than that of Semantic3D.  
 
The second approach to apply KPConv consists of retraining a 
model from scratch. The parameters used for this training are the 
default parameters defined by Thomas et al. (2019) for the 
Semantic3D scene segmentation. 
 
Both KPConv models are trained defining the same parameters. 
Initially, all the main parameters are maintained as set out by 
Thomas et al. (2019). This method uses momentum gradient 
descent to minimise a point-wise cross-entropy loss using a batch 
size of 10, 0.98 momentum and a learning rate of 10−2. The 
number of kernels is first set to 𝐾𝐾 = 15, the initial subsampling 
parameter to 𝑑𝑑𝑙𝑙0 = 0.06 m, and the radius of influence to 𝑅𝑅 =
3.0 m. The subsampling parameter is also tested at 𝑑𝑑𝑙𝑙0 = 3 cm, 
however, this increases the computation cost by a factor of 5 and 
thus its application is not practical.  
 
In order to ease the convergence, the point clouds are first centred 
in the XY-plane such that: 
 

(𝒙𝒙𝐜𝐜,𝒚𝒚𝐜𝐜, 𝒛𝒛𝐜𝐜) = (𝒙𝒙,𝒚𝒚, 𝒛𝒛) − (𝑥𝑥avg,𝑦𝑦avg, 0) (1) 

 
where 𝑥𝑥avg and 𝑦𝑦avg are the mean 𝑥𝑥 and 𝑦𝑦 coordinates of the point 
cloud, respectively. Moreover, the point clouds are aligned to the 
rails direction by multiplying the point cloud with the principal 
components of the points categorised as ‘rails’, which are 
determined with the MATLAB built-in function pca. 
 
3.2.2 PointNet 
 
Along with KPConv, this work employs PointNet. This 
pioneering architecture is considered as a milestone in point 
cloud deep learning due to its capability of directly processing 
3D point clouds. PointNet uses multi-layer perceptrons (MLPs) 
to learn per-point features and it can be applied for semantic 
segmentation applications. A complete description of the 
architecture can be found in (Qi et al., 2016). Originally, this 
network employed indoor point clouds, but it has proven to be 
valid for semantic segmentation of aerial (Soilán et al., 2019a, 
2019b) and terrestrial (Balado et al., 2019) point clouds. There, 
different parameters are mentioned to have an influence on the 
preparation of the data. First, the point cloud is divided in squared 
blocks defined by a block size and a block stride. Furthermore, 
the number of points to be sampled per block is defined (if the 
number of points within a block is smaller, points are duplicated 
randomly to match the required number of points).  
 
In terms of point cloud processing, it is necessary to normalize 
the point cloud coordinates in a first place to ease the 
convergence during the network training process. For that 
purpose, each point cloud is translated. Defining 𝓟𝓟 = (𝒙𝒙,𝒚𝒚, 𝒛𝒛) as 
the raw data, the translated point cloud is defined in Equation (2): 
 

(𝒙𝒙𝐭𝐭,𝒚𝒚𝐭𝐭, 𝒛𝒛𝐭𝐭) = (𝒙𝒙,𝒚𝒚, 𝒛𝒛) − (𝑥𝑥min,𝑦𝑦min, 𝑧𝑧min) (2) 

 
where (𝑥𝑥min,𝑦𝑦min, 𝑧𝑧min) are the minimum values of each 
coordinate. This way, every point cloud has a point at (0, 0, 0) 
and there are not negative coordinates. 
 
Then, the point cloud is divided in blocks using the 
aforementioned parameters. For this work, they were defined as 
𝑏𝑏𝑙𝑙𝑙𝑙𝑙𝑙𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 5 m, 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 2 m, 𝑛𝑛𝑛𝑛𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 8192. The 
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coordinates within each block are normalized (𝑥𝑥n,𝑦𝑦n, 𝑧𝑧n) such 
that they are in the range [0, 1]. Finally, the network is fed with 
a 𝑁𝑁 × 8192 × 6 array, where 𝑁𝑁 is the number of blocks or data 
batches. For each point, a 6-dimensional feature is defined as: 
 

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = (𝑥𝑥t,𝑦𝑦t, 𝑧𝑧t, 𝑥𝑥n,𝑦𝑦n, 𝑧𝑧n)  (3) 

 
That is, only the geometric coordinates are used to define the 
feature. Then, a PointNet model is trained for 30 epochs, a batch 
size of 8, with Adam (Kingma and Ba, 2015) as optimizer and 
with a learning rate of 0.001 with decay each 300 000 training 
samples.  
 
3.3 Data evaluation and comparison 

In order to evaluate and compare the multiclass classification 
results obtained from both architectures, in this work the 
following classification metrics are used: 

- Precision, (𝑃𝑃), also known as positive predictive value, 
evaluates the proportion of the predicted points of a class 
that truly belong to it. For each class the precision is 
computed as: 

𝑃𝑃 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 (4) 

- Recall, (𝑅𝑅), or true positive rate, evaluates fraction of the 
amount of predicted points of a class that are successfully 
classified. The recall of each class is determined as: 

𝑅𝑅 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 (5) 

- F1-score, (𝐹𝐹1), combines precision and recall into a single 
metric by computing their harmonic mean, which gives a 
larger weight to small values: 

𝐹𝐹1 = 2 
𝑃𝑃 · 𝑅𝑅
𝑃𝑃 + 𝑅𝑅  (6) 

where TP is the number of True Positives, FP is the number of 
False Positives, and FN is the number of False Negatives for a 
given class. In general, the higher 𝑃𝑃, 𝑅𝑅, and 𝐹𝐹1 values, the better 
performance of the deep learning models. 
 

4. RESULTS AND DISCUSSION 

In order to train and validate the proposed architectures, different 
resources from the Supercomputing Centre of Galicia (CESGA) 
were used. Specifically, the GPUs employed were a NVIDIA 
Tesla V100 PCIe, and a NVIDIA Tesla K80.  
 
4.1 KPConv architecture 

The KP-FCNN architecture introduced in Section 3.2.1 is first 
trained with transfer learning using the pretrained model with 
Semantic3D. The input and output layers are retrained with the 
dataset described in Section 2 using the default parameters.  
Figure 2 shows how the cross-entropy loss continuously 
decreases with the number of epochs to eventually stabilise at 
around 300 epochs. Similarly, the overall training accuracy 
increases rapidly and converges, reaching values over 91%. 
Therefore, the KPConv model pretrained in the Semantic3D 
dataset is successfully fine-tuned and takes advantage of the 
features learned with these complex point clouds to identify the 
different classes in the railway tunnel dataset. 
 

 
Figure 2. Evolution of the point-wise cross-entropy loss and the 

overall training accuracy with the epoch number for 
the training of KPConv using transfer learning. 

 
This model is tested using the railway tunnel sections, as defined 
in Section 3.1. Table 2 provides the confusion matrix of the 
semantic segmentation results of KPConv using transfer learning 
with the default parameters. This table shows that, overall, most 
of the points are correctly classified. The rails category shows the 
greatest discrepancies with 31% of the ground truth (GT) rail 
points being classified as ground. 

 

GT \ Prediction Ground Lining Wiring Rails 

Ground 27 055 384 542 486 710 130 434 

Lining 793 413 73 516 588 20 200 815 

Wiring 12 378 123 541 628 003 0 

Rails 768 771 4 372 0 1 700 967 

Table 2. Confusion matrix for the results obtained from the 
KPConv model with transfer learning 

 
In order to provide more insight into the performance of the test, 
Table 3 includes the main classification metrics, including the 
precision and recall of the predictions as well as the F1-score. 
 
Metric \ Class Ground Lining Wiring Rails 

Precision 94.50% 99.10% 96.78% 92.84% 

Recall 97.57% 98.90% 82.21% 68.75% 

F1-score 96.01% 99.00% 88.90% 79.00% 

Table 3. Classification metrics for the KPConv transfer learning 
results including precision, recall and F1-score. 

 
Figure 3 includes the prediction, ground truth and misclassified 
points for one section in Tunnel A and another in Tunnel B. These 
figures show that the point clouds are properly segmented 
overall, with discrepancies mostly around the boundaries of the 
different elements. 
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Ground Truth Prediction Misclassifications 

   
   

   
(a) (b) (c) 

Figure 3. Semantic segmentation results of KPConv with transfer 
learning for tunnel A (top row) and B (bottom row). 
(a) Ground truth. (b) Prediction. (c) Misclassified 
points (in red).  

 
The most notable discrepancies in Figure 3 are located around the 
rail sections, which agrees with the confusion matrix results. 
Although this suggests that the rails segmentation is not accurate, 
this may be a misleading result. The labelling process described 
in Section 3.1 may include some errors specially in the 
boundaries, as illustrated in Figure 4. This figure shows that in 
the original ground truth there are some ground regions to the left 
and right of the rails that are, arguably, wrongly categorised as 
rails.  

 
Figure 4. Prediction (a) and ground truth (b) of the rails’ region 

for the KPConv segmentation with transfer learning.  
 
Indeed, when this area is inspected, it is appreciated that the true 
rail points are properly segmented. This is illustrated in Figure 5, 
where most of the misclassified labels actually belong to the 
ground. 

 
Figure 5. Section of KPConv semantic segmentation with 

transfer learning showing the misclassified points (in 
red) in the rails area (XZ view). 

 
The second test performed trains the network from scratch, as 
explained in Section 3.2.1. This gives a deeper insight in the 
ability of the KPConv network to perform scene segmentation in 
our problem. Figure 6 shows that when retraining the model with 
the data as described in Section 3.1, the accuracy and loss 
converge significantly faster and exhibits lower fluctuations. 
Moreover, the accuracy reaches values over 99% with this 
method. 

 
Figure 6. Evolution of the point-wise cross-entropy loss and the 

overall training accuracy with the epoch number for 
KPConv retraining. 

 
The confusion matrix for this case is shown in Table 4 and the 
classification performance metrics are summarised in Table 5. 
These tables imply that the performance of the model is 
significantly improved when compared to the transfer learning 
case. This improvement is particularly significant in the 
classification of wiring and rails, achieving a F1-score increase 
of 8.7% and 12.1%, respectively. However, as discussed 
previously, the classification of the data used as the “ground 
truth” is not perfect, especially in the wiring and rails 
segmentation. Consequently, the obtained results are not perfect 
either, even though the classification metrics and confusion 
matrix show excellent results. This issue is explored and further 
discussed in Section 4.3. 
 
GT \ Prediction Ground Lining Wiring Rails 

Ground 27 221 034 108 345 112 399 523 

Lining 57 076 74 251 386 22 554 0 

Wiring 0 13 590 750 332 0 

Rails 71 564 0 0 2 402 546 

Table 4. Confusion matrix for the retrained KPConv model 
results 

 
Metric \ Class Ground Lining Wiring Rails 

Precision 99.53% 99.84% 97.07% 85.74% 

Recall 98.17% 99.89% 98.22% 97.11% 

F1-score 98.84% 99.86% 97.64% 91.07% 

Table 5. Classification metrics for the retrained KPConv model 
results including precision, recall and F1-score. 

 
Figure 7 shows, analogously to Figure 3, the semantic 
segmentation results of the KPConv retrained model. It is 
appreciated that the misclassifications around the rails have 
decreased substantially. Nevertheless, the model segments 
ground regions into the rails category because of the errors in the 
heuristically-labelled data, as seen in Figure 4. This means that 
the model is overfitting the training dataset. 
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Ground Truth Prediction Misclassifications 

   
   

   
(a) (b) (c) 

Figure 7. Semantic segmentation results of the retrained KPConv 
for tunnel A (top row) and B (bottom row). (a) 
Ground truth. (b) Prediction. (c) Misclassified points 
(in red).  

 
4.2 PointNet architecture 

The PointNet model described in Section 3.2.2 is trained with 
the same training data than for KPConv, as described in Section 
2. As it can be seen in Figure 8, the model trains rapidly using a 
relatively small number of epochs, achieving more than 98% of 
training accuracy. Comparing this result with that of Figures 2 
and 6, the number of training epochs in this network is 
significantly lower. The model is not trained further because 
there were no noticeable improvements after 30 epochs.  

 
Figure 8. Evolution of the point-wise cross-entropy loss and the 

overall training accuracy with the epoch number for 
the training of PointNet. 

 
The model is tested using the 19 railway tunnel sections defined 
in Section 2, allowing direct comparison with the results obtained 
with KPConv. Table 6 shows the results of the semantic 
segmentation for all the test data in the form of a confusion 
matrix.  
 
GT \ Prediction Ground Lining Wiring Rails 

Ground 26 676 609 674 182 1 378 222 

Lining 400 183 73 878 122 82 711 0 

Wiring 0 99 147 664 775 0 

Rails 407 702 9062 0 2 057 346 

Table 6. Confusion matrix for the PointNet model results. 

It can be seen that, even with a large class unbalance where most 
of the points belong ground and lining classes, the performance 

metrics (Table 7) are positive and the system reaches F1-scores 
of 83.81% and 89.75% for the minority classes of rails and 
wiring, respectively. 
 

Metric \ Class Ground Lining Wiring Rails 

Precision 97.06% 98.95% 92.65% 84.47% 

Recall 96.20% 99.39% 87.02% 83.15% 

F1-score 96.63% 99.17% 89.75% 83.81% 

Table 7. Classification metrics for the PointNet model results 
including precision, recall and F1-score. 

 
Figure 9 shows the predictions for one of the test sections in both 
tunnels of the case study. Overall, all the defined classes are 
properly segmented after the process. In Figure 9 the 
misclassified points are highlighted. As it can be seen, boundaries 
between elements largely contribute to the number of 
misclassifications, especially in the case of rails. Note that this 
issue was already mentioned in Section 3.1, regarding the 
labelling process.  
 

Ground Truth Prediction Misclassifications 

   
   

   
(a) (b) (c) 

Figure 9. Semantic segmentation results of the retrained PointNet 
for tunnel A (top row) and B (bottom row). (a) 
Ground truth. (b) Prediction. (c) Misclassified points 
(in red).  

 
4.3 Comparison and discussion  

In previous sections, it was seen that misclassifications in object 
boundaries were one of the main issues affecting the performance 
of the models. Data labelling has an influence on this issue, as 
some points, especially on rail boundaries, are arguably labelled 
as rail when they may belong to the ground. In order to offer a 
better insight, the ground truth of a single section was refined to 
perform a comparison between the three proposed models, 
providing more precise labels of the rails and their boundaries, as 
shown in Figure 10. This manual refinement improves the 
original data used for training (see Figure 2b) and sets a better 
ground for comparison.  

 

Figure 10. Manual segmentation of the rails. 
The performance metrics obtained from the three proposed 
models, KPConv with transfer learning, KPConv with retraining, 
and PointNet are shown in Table 8. Figure 11 includes the 
misclassified points for each model. From these results, as well  
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Precision Recall F1-score  

KPConv TL KPConv R PointNet KPConv TL KPConv R PointNet KPConv TL KPConv R PointNet 
Ground 99.22% 98.84% 99.15% 96.69% 94.75% 91.22% 97.94% 96.75% 95.02% 
Lining 98.55% 99.87% 98.02% 99.81% 99.51% 99.66% 99.18% 99.69% 98.83% 
Wiring 98.83% 99.99% 100% 87.42% 92.15% 87.66% 92.77% 95.91% 93.42% 
Rails 87.82% 39.38% 42.18% 89.35% 100.00% 99.90% 88.58% 56.51% 59.33% 

Table 8. Performance metrics for the results from the application of KPConv transfer learning (TL), KPConv retrain (R), and PointNet 
to a refined point cloud with manual labelling of points in the boundaries of rails. 

 
as from the results shown in Section 4.1 and Section 4.2, it can 
be seen that both models throw good results for the task of 
semantic classification of railway tunnels. As expected from the 
results in Thomas et al. (2019), KPConv outperforms PointNet in 
terms of F1-score. However, it is relevant to note that training 
time of PointNet was, per epoch, up to three times faster than for 
KPConv. The reason for this being the initial subsampling 
process that this network performs and its higher overall 
complexity. 
 

 
Figure 11. Misclassifications of the predictions in a manually 

labelled point cloud. (a) KPConv with transfer 
learning, (b) KPConv retrained, (c) PointNet. 

 
It is also interesting to compare the performance of the two 
KPConv models presented in this work. Over the whole test set, 
the model trained from scratch outperforms the model pretrained 
with weights from the Semantic3D dataset. However, when the 
labels are refined in the rail area, the number of false positives 
increases considerably, what shows a clear symptom of 
overfitting: Considering the results in Table 8, the F1-score of the 
retrained model drops to 56.51% while for the model with 
transfer learning increases slightly to 88.58%. This means that 
the transfer learning model relies more on the geometry learned 
within its pretrained weights, thus avoiding overfitting. 
Therefore, we could assume that this model would perform better 
for semantic segmentation of new railway tunnels with different 
geometries. 
 
To sum up, all three models have shown acceptable performances 
when comparing with automated, heuristic processes. However, 
a finer segmentation (as distinguishing among different types of 
wires) would likely require a heuristic post-processing. 
 

5. CONCLUSIONS 

This work presents the application of two deep learning models, 
PointNet and KPConv, for the semantic classification of 3D point 
clouds from railway tunnels. While PointNet was a pioneering 
work and it is well-known in the literature, KPConv is an 
architecture that has recently reached the state of the art. The 
models were trained with data from two different railway tunnels 
which were labelled combining an automated, heuristic approach 
in a first place, and a subsequent semi-automated refining 
process. Four classes were defined: Ground, lining, wiring and 
rails.  
 

A KPConv and a PointNet model were trained for scratch using 
part of the case study data. In addition, a second KPConv model 
was considered following a transfer learning approach, which 
used pretrained weights from a model trained with the 
Semantic3D dataset.  
 
Results showed that KPConv clearly outperforms PointNet. 
However, it is observed that, when trained from scratch, the 
KPConv model tends to present overfitting, which is not as 
present in the transfer learning model. Therefore, the KPConv 
model with transfer learning is expected to provide better results 
in different tunnel typologies and therefore provide the most 
valuable segmentations among the explored models.  
 
As future work, different tools are to be developed in order to 
improve the digitalisation of the infrastructure and its assets. 
Taking into account that point clouds are already considered as a 
tool for infrastructure monitoring, it is expected to use the results 
of their processing to create and complete infrastructure 
information models (IIM). These models are born following the 
standards created for building modelling (BIM), and so, 
international Open Standards should be used when merging the 
information extracted from point clouds with the data models. 
 Thus, the next step should be the definition of a methodology 
that starting with point cloud data, creates a data model 
containing not only geometric and semantic data but also 
parametric information. 
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