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ABSTRACT:

The synergies of advances in environmental sensing and modeling and the mainstreaming of immersive technologies lay the found-
ation for a theoretical grounding of embodied digital twins. Embodied digital twins draw on an established understanding of the
importance of place for environmental sciences as well as a paradigmatic shift in the cognitive sciences toward embodied cognition.
Nonetheless, the excitement of realizing embodied experiences through immersive technologies such as augmented and virtual
reality stands in stark contrast to a lack of consistent terminology and empirical research. In this vision paper, we are proposing to
draw more deeply on the theoretical basis of embodied cognition and to establish research frameworks for advancing embodied di-
gital twins. We discuss several examples for turning environmentally sensed and modeled information into high-fidelity immersive
experiences and provide a discussion and outlook on critical topics to address.

1. INTRODUCTION

Advances in computing and 3D modeling have nourished our
capacity to create digital replicas of physical entities such as
airplanes, production facilities, or forests. Digital Twins is a
concept and term used predominantly in domains where the
components of a system are well understood, for example, in
manufacturing (Tao et al., 2019), allowing for detailed descrip-
tions of data, components, behaviors, life cycles, and processes
that are relevant to emulate the system’s behavior, run simula-
tions, and derive insights on effects of changes (Grieves and
Vickers, 2017). For natural environments, other terms have
been introduced to capture similar ideas and approaches, first
and foremost virtual geographic environments (Lin et al., 2015);
albeit, the complexity of the natural world poses additional chal-
lenges. With the increase of sensing, modeling, and predicting
environmental conditions, it is time to think about opportunit-
ies and apply concepts developed and discussed in the context
of digital twins to natural environments.

In parallel to developments in the realms of environmental sens-
ing and modeling, we also witness the maturing of technologies
for visualizing environmental data (Coltekin et al., 2020) and
even more importantly, to make them experiential (Bailenson,
2018). Experiences are the foundation of human cognition and
as such, play a key role in education, research, communication,
and decision-making (Mandler, 1992). The emergence of main-
stream immersive technologies, such as head-mounted displays
(HMDs), allows for a paradigmatic shift in how environmental
processes and changes are communicated and understood, how
experts, lay people, and decision-makers ground their under-
standing not exclusively in data and traditional media but in
embodied experiences enabled through augmented, mixed, and
virtual reality, XR in short (Dede, 2009). XR technologies
provide a platform for embodied experiences of data eradicat-
ing the dichotomy of traditional media that separate users from
digital artifacts. But what do we know about the effect of em-
bodying digital twins of environmental data?

Environmental and Earth Sciences are place-based disciplines
that value, above all else, insights and discoveries that can best
or exclusively be obtained through experiences in the field (Dol-
phin et al., 2019). Place, in environmental sciences, is equally

important for education, research, communication, and decision-
making. Discipline defining discoveries and observations are
made in the field such as the theory of plate tectonics (Cox and
Hart, 1986). There is also evidence that learning about environ-
ments is most effective in context, that is, in the field (Semken
et al., 2018). Placing learners, researchers, and decision-makers
into the real-world with a specific problem that is relevant to a
location provides a more direct connection of key learning and
discovery elements facilitating engagement and understanding
(Powers, 2004). Places (the field), allow for discovery-based
learning, which is founded in the constructivist approach where
the act of discovery in problem solving is guided by a teacher
or interactive systems through steps of scaffolded instruction
(McComas, 2014). Embodied digital twins, as we will intro-
duce them in this paper, allow for blending place-based and
discovery-based learning to achieve “perceptual blending of the
real and the virtual world with its place-based authenticity” to
enable better learning and problem-solving experiences (Barab
and Dede, 2007).

In this vision paper, we argue for embodied digital twins for
environmental applications in research, education, communica-
tion and decision-making. We will discuss this concept against
the backdrop of three examples of how advanced environmental
sensing and modeling enables the creation of high-fidelity im-
mersive virtual worlds (Section 3). While the implementation
of the idea of embodied digital twins for environmental applic-
ations is made possible by the advancements of environmental
sensing in combination with immersive technologies, and the
recent years have brought forward a number of commercial
endeavours in this area (Google Earth VR©, Microsoft Flight
Simulator© in VR, to name just a few), we argue that with XR
still being a young discipline, there is a distinct lack of consist-
ent terminologies and empirical studies. There is an emergent
need to facilitate a discussion about technologies and designs
tailored to environmental applications.

The remainder of the paper is structured as follows: We first re-
view key concepts for embodied digital twins in Section 2. We
then provide three examples of embodied digital twins for en-
vironmental applications in Section 3 discussing different scen-
arios and data. We conclude with a reflection on the concept of
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embodied digital twins and identify challenges in Section 4.

2. EMBODIED DIGITAL TWINS – KEY CONCEPTS

2.1 Embodiment

Understanding embodied digital twins requires to look first into
the concept of embodiment and associated research. For cen-
turies, mind and body were seen as being separate and the term
mind-body dualism was coined (Crane and Patterson, 2000).
Only in the last decades, researchers, inspired by advances in
neurosciences, proposed scientific theories that offer an integ-
rative view on mind and body and how the body and the sim-
ulation of experiences shape human cognition (Shapiro, 2019),
giving older discussions such as metaphors and image schemata
a scientific foundation (Lakoff and Johnson, 1980). The term
used for this emerging perspective is embodied cognition (Sha-
piro, 2019). Embodied cognition acknowledges that the mind
is not just an abstract information processor, rejecting the no-
tion that cognition is amodal computation in a modular system
(Barsalou, 2008); embodied cognition purports that the brain
has evolved to control the human body (Clark, 1997) and that in
return the body shapes our understanding of the physical world
(Mandler, 1992). Acknowledging the body as an essential part
of cognition elevates the role of local environments, too, as
human perception and motor systems are interacting with the
world through their senses (Barsalou, 2008).

There are philosophical nuances on the role of embodiment in
cognition (Shapiro, 2019) but the key assumptions, which also
explain the importance of embodiment for digital twins, can
be summarized as follows (see (Wilson, 2002)): (1) Cognition
is situated. (2) Cognition is time-pressured. (3) We off-load
cognitive work to the environment. (4) The environment is part
of the cognitive system. (5) Cognition is for action. (6) Off-line
cognition is body based.

Understanding embodiment in light of these six key assump-
tions has facilitated its ever more important role in reform-
ing approaches to learning, education, communication, and
decision-making (Krishna and Schwarz, 2014). This paradig-
matic change in understanding of how the mind works has
provided a theoretical basis for understanding the importance
of place and experiences that many disciplines intuitively adopt
(see Section 1). Embodied cognition and its theoretical ground-
ing help to explain why experiential learning and understanding
are effective and efficient from a theoretical and human evolu-
tionary perspective.

The emergence of embodied cognition also explains the excite-
ment for immersive technologies becoming mainstream that has
swept through numerous disciplines. Immersive technologies
allow for truly embodied experiences of places and data and as
such are a communication medium unlike traditional and other
emerging technologies.

2.2 Immersive Technologies

We are using the term immersive technologies to characterize
devices that have the capacity to physically immerse users by
catering to their senses (Jerald, 2016). As the technology is
still rather young and part of the canon of emerging techno-
logies, terminological consistency is still not achieved and we
find synonymous expressions such as XR, eXtended realities,
or cross-realities. All of these terms refer to augmented, mixed,

Figure 1. The virtuality continuum first suggested by (Milgram
and Kishino, 1994). It starts on the left with physical reality and
arrives at a completely digital world on the right termed virtual
reality. In between we find the realm of mixed reality that can

have several sub-concepts, here augmented reality and
augmented virtuality. The difference is that in augmented reality
digital content is superimposed onto the physical world, while

augmented virtuality refers to replications of the physical world
in a virtual reality setting (modified from (Klippel, 2020)).

or virtual reality and the technologies that allow users to exper-
ience digital content immersively. The term augmented real-
ity is used to characterize technology that superimposes digital
content onto the real, physical world (Wellner et al., 1993). Vir-
tual reality refers to experiences that provide a consistent and
complete virtual world to the users without access to the phys-
ical world (Blascovich and Bailenson, 2011). Mixed reality is
situated between the two and not consistently defined. It can
refer to an advanced version of augmented reality with content
tailored to the physical world to provide seamless integration
or replacement; we also find mixed reality as a summary term
that encapsulates all forms of experiences where the virtual and
the physical world are combined (Milgram and Kishino, 1994,
Ohta and Tamura, 2014) (see Figure 1).

A word of caution: The term immersive has led to confusion in
the academic and industrial world. The roots of this confusion
can be traced back to the etymology of the term immersion. To
immerse something (from Latin immersus) means to plunge it
into a fluid. This original understanding of the term is the basis
for the definition of immersive technologies as a user is phys-
ically, through various senses, “plunged” into a digital experi-
ence. We find that this definition is equivalent to “system char-
acteristics” and is the dominant interpretation/usage in discip-
lines that are more technically-minded (Slater, 1999). We also
find, however, that since the 17th century the term has been used
figuratively referring to a cognitive state related to study, work,
passion, or gaming. This latter understanding of immersion is
widespread in the colloquial use of the term and prevalent in
many disciplines, too (Liu et al., 2017). To avoid confusion, re-
searchers have suggested to use the term presence to refer to the
emotional and cognitive response of a user (Slater, 1999). They
see presence as resulting from experiencing immersion and de-
scribe it as the feeling of “being there” (IJsselsteijn, 2003).

So what makes immersive technologies and resulting experi-
ences different? The dichotomy that existed ever since the first
graphical user interface, that is, the user on the one side of
a display and the digital content on the other side, has disap-
peared. Users of immersive technologies are given high levels
of agency that allow them to experience digital content from an
egocentric perspective. The tracking capabilities of HMDs af-
ford a user comparable agency to experiences in the real world.
This agency is necessary to realize fully embodied experiences
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Figure 2. SENSATIUM, the SENsingScAlability Trade-off contInuUM (modified from (Klippel et al., 2020))

(see Section 2.1).

Immersive technologies have the potential to achieve the
highest levels of embodiment through offering advanced sens-
ing that maps every movement of the human body from the
physical world into the digital realm. But, not all immersive
technologies are created equal. In previous work we captured
this aspect by defining SENSATIUM (Klippel et al., 2020, Klip-
pel et al., 2019b), the sensing, scalability trade-off continuum
(see Figure 2). As we move away from desktop environments,
we first enter the realm of HMDs with three degrees of free-
dom, such as Oculus Go, that provide users with basic immers-
ive experiences allowing for mapping head movements but no
body movements. Devices with six degrees of freedom, such as
Oculus Quest, provide mappings for head and body movements
but are limited to information obtained from headsets and con-
trollers. Full body sensing or at least a high-density sensor net-
work allows for more nuanced mappings of body movements
into the digital twin. While there are several studies on the
effects of increased sensing on user experience and learning,
results are limited and even contradictory (see Section 4). The
effects of highest levels of embodiment on grounding environ-
mental decision-making are largely unexplored.

3. EXAMPLES OF ENVIRONMENTAL EMBODIED
DIGITAL TWINS

In this section, we will present and discuss three examples of
embodied digital twins for environmental applications enabled
through workflows for immersive experiences. We selected
these examples to demonstrate the potential of embodied digital
twins for (a) different kinds of data (remotely sensed and pho-
togrammetric, simulated and procedurally modeled, and sim-
ulated based on real time and expert input); (b) place-based
challenges such as remote and challenging to reach locations
(inside of a volcano), invisible parts of the earth, and future en-
vironmental change.

3.1 Iceland’s Thrihnukar Volcano

Excellent examples for the application of state-of-the art pho-
togrammetry and remote sensing methods to create embodied
digital twins are locations that are largely inaccessible. Some
places are too remote or are largely unreachable such as the in-
side of a volcano. As part of our previous work to address this
challenge, we developed an immersive workbench for the in-
terpretation of geospatial datasets exemplarily realized for Ice-
land’s Thrihnukar volcano (see (Zhao and Klippel, 2019a) for
details). In the workflow to create an immersive VR version
of the volcano, we combined satellite imagery data with a Di-
gital Elevation Model (DEM) to create a basic reconstruction

of the field site. We used Structure-from-Motion photogram-
metry and terrestrial laser scanning to capture the interior struc-
ture of the volcano system. These datasets were georeferenced
to provide high-resolution point clouds of the volcano’s inside
(Figure 3, left and middle) and coupled with an accurate tex-
tured terrain model depicting the location of the volcano sys-
tem in the physical world. This visualization design benefits
geoscientists because it promotes an understanding of spatial
correlations between different data types, which is the key to
making new discoveries in geoscience research.

Figure 3. Thrihnukar experience in the immersive virtual
environment (modified from (Zhao and Klippel, 2019a)). Left:
terrestrial LiDAR data. Middle: Structure-from-Motion derived

model preserving original point colors. Right: hand-based
interaction with point clouds during length measurements.

The unique capability of immersive VR to view the 3D recon-
struction of geospatial data naturally in its 3D format as an em-
bodied experience makes a digital representation intuitive for
exploring, understanding, and performing quantitative investig-
ations (see also Figure 3). Our workbench offers tools for the
direct manipulation of the georeferenced point clouds, includ-
ing scaling, rotation, and translation, and a suite of precise tools
for measuring the length, area, and volume of the magmatic-
volcanic system. Particularly in the length-measuring activ-
ity, users are able to move their hand (a pen-like tool) to dir-
ectly draw nodes and line segments on the point cloud (Figure
3, right). The 6-DOF input device along with stable position
tracking affords users the ability to “touch data at their finger-
tips” (Kreylos et al., 2006). Such natural and intuitive inter-
action mechanisms afforded through advanced embodiment are
of prime importance for data exploration in the era of virtual
reality. Thus, one unambiguous goal of creating an embodied
digital twin for large and highly detailed datasets is to develop a
visual analytic environment that allows users to use body-based
sensory cues and embodied gestures to move through and inter-
act with the data (Zhao and Klippel, 2019a).

3.2 Critical Zone: Observatories and Gamification

The critical zone (CZ) is the Earth’s permeable near-surface
layer from the top of the tree to the bottom of the groundwa-
ter (United States National Research Council, 2001). CZ obser-
vatories are an excellent example of transdisciplinary science
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and how massive instrumentation projects (White et al., 2015)
provide environmental laboratories to study chemical, physical,
and biological processes critical to humanities food, water, and
energy supplies. Data collected at these sites is becoming avail-
able in real time through fiber optic cables and 5G networks.
Being able to analyze such data in real-time and contextualized
in actual environments is a tremendous opportunity for embod-
ied digital twins as they allow researchers around the globe to
participate in real-time, place-based collaboration.

Figure 4. CZ Investigator: investigating the effect of natural and
human process on the storage and flow of water.

Likewise, educational efforts can be grounded in real-world and
real data examples. We developed CZ Investigator (Sajjadi et
al., 2020), an immersive adventure serious game aimed at teach-
ing the concept of the CZ to the general public (Figure 4). The
player assumes the role of a journalist, tasked with writing an
article about the effect of natural (e.g., rain) and human (e.g.,
deforestation) processes on the CZ in central PA. Players then
need to go to the CZ, investigate, gather evidence, and then re-
port back before they decide on what to write. This narrative
sets the basis for the four main educational objectives promoted
by the game: 1) understanding what a Critical Zone is (based
on a concrete experience rather than observing an abstract rep-
resentation), 2) understanding the food-energy-water nexus in
relation to the CZ, and 3) exploring the effect of natural and
human processes on the various components (lithosphere, hy-
drosphere, biosphere, and atmosphere) of a CZ (Figure 4).

The natural environment of the game can be described as a
“model of reality” (Harteveld, 2011), modelled based on a
DEM created from the actual CZ site. High-resolution Lidar
data from 2010 with an average of 10 points/m2 with 2-4 cm
vertical accuracy were used to create the DEM in ArcGIS, and
was then converted to RAW image, and consequently a 3D ter-
rain in the Unity3D game engine. The natural environment was
then procedurally populated with a variety of vegetation and
tree species based on a 2016 survey of the trees and elements
found in the central PA CZ, with a reasonable level of accur-
acy. Such a model of reality not only facilitates the replication
of a real environment (with a reasonable accuracy), but also
enables us to perform live manipulation of environmental vari-
ables (e.g., water storage and flow, soil moisture, etc.) based
on real-time data captured by sensors and transmitted from the
actual site.

3.3 Visualizing Forest Futures

As part of a project that aims at communicating the effects
of climate change to decision makers and the general public,
we created a data-driven immersive VR forest landscape un-
der different climate scenarios. The result is a comprehensive
forest ecosystem, including topography, species composition

and density, coarse woody debris, and understory conditions
which can be viewed, experienced, and interacted with in im-
mersive VR (Huang et al., 2020).

The project demonstrates how linking ecological modeling,
procedural modeling, and VR can provide an immersive, vis-
ceral experience of a future forest. We mapped current tree
species composition in northern Wisconsin using the Forest In-
ventory and Analysis (FIA) data and then forecast forest change
50 years into the future under two climate scenarios, using a
spatially-explicit, mechanistic simulation model (LANDIS-II)
(Scheller et al., 2007). Procedural modeling with Computer
Generated Architecture rules was used to create the tree over-
story based on the model output. Tree saplings, ferns, bushes,
ground plants, grasses, wildflowers and snags that are com-
monly found in the region were added to the forest. With the
full environment generated, we added environment interactions,
climate scenarios exploration and information retrieval in the
Unreal Engine (Huang et al., 2020).

We validated our procedural modeling approach by applying it
to FIA plots data without the added layer of climate change pro-
jection and simulation. The comparison between the immersive
VR representation and a field photograph is shown in Figure 5.

Figure 5. Top: a forest modeled based on FIA dataset without
the simulation; bottom: photograph taken at the same FIA plot.

4. DISCUSSION, CHALLENGES, OPPORTUNITIES

As part of the Introduction and Section 3, we have argued that
embodied digital twins are particularly important for environ-
mental applications due to the place-based nature of associated
disciplines. Furthermore, we argue that immersive technologies
provide a medium that allows for designing cognitively ergo-
nomic representations as they transcend the dichotomy of users
separated from representations allowing the user to step into the
data, gain agency, and access data through an embodied exper-
ience. We find in Wilson’s six views on embodiment (Wilson,
2002) (see again Section 2.1) the theoretical grounding for why
embodying digital twins is such an important development and
that embodied cognition can play a central role in advancing
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the theory of immersive visualizations for environmental ap-
plications. In her assessment, arguments 1, 3, 4, and 6 are al-
most self-explanatory: Embodied digital twins are situating the
user, allow for off-loading cognitive tasks, make the environ-
ment part of the cognitive system, and create body-based ex-
periences that lend themselves to a lasting understanding and
memory. We can also envision that aspects of time-pressure
as understood by Wilson are part of embodied digital twins in
that situated cognition takes part in real time and that situating
the user, hence, mimics that experience. Finally, understanding
that cognition is for action is a superb example of advantages
of digital twins as pointed out by Glenberg (Glenberg, 1997),
cited in (Wilson, 2002)): “[cognition] evolved in service of per-
ception and action in a three-dimensional environment.” These
arguments have inspired research on immersive learning envir-
onments (Liu et al., 2017) as well as on immersive analytics
(Chandler et al., 2015, Dwyer et al., 2018), and we are only at
the beginning to fully comprehend and theorize the potential of
immersive technologies and embodied digital twins.

There are many open questions that a growing and diverse re-
search community is addressing. We will briefly discuss four of
them here.

Does embodiment through immersion really help? Across
the research and educational community, there is a rapidly
growing number of studies addressing the potential of immers-
ive research, learning, and decision-making compared to tra-
ditional media such as desktop applications. One of the best
established benefits of virtual environments are their positive
effects on training and transfer of knowledge (Liu et al., 2017).
This is critical for establishing embodied digital twins for envir-
onmental applications as we often expect knowledge acquired
in the virtual world to be used in real-world settings. Studies
also have shown that virtual field trips are a valid substitute of
actual field trips, at least for those that are within a 90 minute
time frame (Klippel et al., 2019a), and that experiences can be
enhanced by using pseudo-aerial imagery integrated into the
virtual field trips (Zhao and Klippel, 2019b). Additionally, stud-
ies show that higher levels of immersion and interaction fidelity
lead to improved results both in terms of performance meas-
ures and self-efficacy of participants (Krokos et al., 2018, Klin-
genberg et al., 2020). Across a range of academic disciplines,
findings indicate that immersive VR environments are promot-
ing motivational outcomes and offer superior learning experi-
ences compared to traditional desktops and even real world ex-
periences (Makransky et al., 2020). However, assessment of
learning performance and analysis of cognitive factors have also
yielded mixed results. We do find that immersive VR lead to in-
conclusive or no differences (Bursztyn et al., 2017, Jensen and
Konradsen, 2018); and, in some cases can even show negative
effects (Parong and Mayer, 2018).

Summarizing these findings shows the need for research frame-
works that go beyond individual studies and that systematically
address open research questions. It is clear that immersion and
resulting embodiment alone are not sufficient to consistently
improve user experience and performance. What is necessary is
a concerted effort to understand the interplay between immers-
ive technologies and design choices that realize how embodied
digital twins are experienced. We briefly discussed presence
in Section 2 and have previously summarized the behavioral
responses of a user (Klippel, 2020). While there is ongoing de-
bate, there are four main concepts that can be identified: Spatial
presence, which is characterized as the sense of being there (IJs-
selsteijn, 2003); co-presense or social presence, which captures

the connection that a user may develop toward other agents,
whether they are artificial or human (Biocca et al., 2003); flow
is used to characterize how well the mechanics, challenges, and
rules of an experiences engage a user (Csikszentmihalyi, 1991,
Shernoff et al., 2003); and finally the narrative or sequence,
which stresses how deeply a user is invested in the story or ex-
perience anticipating the sequence of events (Qin et al., 2009).
In addition to these four concepts that broadly characterize ex-
periences associated with embodied digital twins, we find a rap-
idly growing number of studies that develop and use a variety
of assessment instruments to establish the effects of immersive
experiences on users in a more nuanced way. We already men-
tioned performance and self-efficacy above. Additionally we
find studies that focus on media effects such as awe or novelty
(Chirico et al., 2018), or develop sophisticated measures such
as ripple effects (Sajjadi et al., 2020). The bottom line is that
the relative youth of embodiment enabled through technology
so far has not allowed for establishing deep theoretical founda-
tions, despite several decades of research.

Uncertainty. One of the biggest challenges of embodied di-
gital twins for environmental applications is the dichotomy of
uncertainty and realism, that might be coined the uncertainty-
realism-dualism. Uncertainty has always played a key role in
the geospatial sciences (Goodchild, 2020), and the more com-
plex the system or the farther we move into the past or fu-
ture, chances are that uncertainty will increase. The example of
visualizing forest futures (Section 3.3) is an excellent example
as we have the traditional uncertainty sources and additionally
decisions that are required to turn abstract data into a specific
three-dimensional model, out of an infinite number of possible
realizations. Given that uncertainty is challenging for the hu-
man mind to start with, presenting users with a concrete ex-
ample for what really is a set of possible solutions might have
unknown side effects. Not every embodied digital twin will
have these issues but it will require careful considerations and
empirical research to find the right balance or the right means
to communicate uncertainty through concrete experiences.

Scale. Scale has long been recognized as a critical component
in environmental sciences (Buizer et al., 2011, Gibson et al.,
2000). The understanding of any phenomenon on earth, cognit-
ively speaking, is a scale-dependent process such that the way
a phenomenon is described and explained strongly depends on
how it is being observed and measured. Many environmental
problems, such as climate change, pollution, and floods are
characterized by complex inter-dependencies across multiple
scales (Termeer and Dewulf, 2014). Without dealing appropri-
ately with scale, these problems are often difficult to understand
and sometimes misleading.

It is obvious that integrating the concept of embodied digital
twins into scale-sensitive environmental issues is promising and
even necessary as a means to translate information across local
and global scales. Embodied digital twins challenge the tradi-
tional notions of scale because of their dual nature being at the
same time representations of environments, and environments
themselves (Montello et al., 2004). The use of embodiment
further allows users to switch fluidly between different levels
of representations through the natural interactions with virtual
devices and objects.

Dede (2009) has made an important observation highlighting
the value of embodied digital twins to unravel the multilevel
nature of environmental issues. He suggests that immersive
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experiences can enhance the understanding of a complex phe-
nomenon by shifting between inside (e.g., egocentric) and out-
side (e.g., bird’s-eye) perspectives. An inside perspective can
induce presence and therefore should foster users’ intrinsic mo-
tivation to learn; an outside perspective supports more abstract,
symbolic insights when the environment is contextualized hol-
istically (Dede, 2009). An embodied digital twin that allows
for alternating between these perspectives has the potential to
combine these benefits.

Digital twins are essentially a spatial concept and sometimes
can be conceived of as “soft-where” in view of their endless
possibilities for ingesting real-world environmental data and in-
formation (Foreman and Korallo, 2014). Since a virtual world
can represent any scale of nature, ranging from an atom to the
earth, the perceived size of a representation is apparently inde-
pendent of one’s real body. Given that space is experienced in a
scale-dependent way (Montello, 1993), the extent to which such
novel scale manipulations affect human environmental percep-
tion remains a largely open question.

Behavior monitoring and adaptivity. Extensive argumenta-
tion can be found in the literature for adapting virtual environ-
ments to the needs and preferences of users (e.g., (Lopes and
Bidarra, 2011, Sajjadi et al., 2014)). One of the main advant-
ages that virtual environments offer is the implicit (stealth) as-
sessment (Shute, 2011) of user states based on their behavior.
This information can help designers and researchers in imple-
menting intelligent mechanisms for profiling users and adapting
the environment to cater to their individual needs and abilities.

While a plethora of “user aspects” (e.g., performance, prefer-
ences, knowledge level, attention, physiological signals) have
been studied in relation to adaptation, immersive VR offers
new forms of user data that can be used in this domain. In
an embodied digital twin, users actively need to move around,
similar to what they do in the real-world, and interact with di-
gital objects by performing gestures that are natural to them.
As such, the users are constantly producing big data pertain-
ing to their movements with six degrees of freedom. When
combined with conventional user aspects, this information can
be potentially used to predict the attentiveness, competencies,
misconceptions, frustration, engagement, motivation, and more
meaningful states of users in real-time (e.g., (Winkler-Schwartz
et al., 2019, Alcañiz Raya et al., 2020)). This area of monit-
oring, classifying, modeling, and predicting user characterist-
ics and behavior is one of the main areas in which embodied
digital twins can benefit from Artificial Intelligence and Ma-
chine Learning methods (other areas are reconstruction, con-
tent creation, and analytics support (Lock et al., 2019)). Such
meaningful predictions can then be used to tailor a virtual ex-
perience to an individual level. This opens the door for numer-
ous interesting research questions from the design of intelligent
and adaptive embodied digital twins, to evaluating the effect-
iveness of adaptation in educational, research, communication,
and decision-making domains.

5. CONCLUSIONS

In this paper we started a discussion and potential theoretical
grounding of embodied digital twins. We pointed out that there
is a disconnect between the focus on place in the environmental
sciences and emerging theories on embodied cognition in the
cognitive sciences. Actively discussing embodied cognition
will provide a grounding of a science of embodied digital twins

for environmental applications. However, examining the liter-
ature, we find that embodiment, achieved through immersive
technologies, alone is not sufficient by itself. While immers-
ive technologies, especially at the upper end of SENSATIUM,
provide the most sophisticated and natural interface for embod-
ied experiences and embodied digital twins, the design of the
experiences has to be placed in the foreground. This has been
the case for a long time in the gaming community (Harteveld,
2011) as well as the immersive learning research community
(Liu et al., 2017) and it is pivotal for environmental sciences
to integrate this research into their theories about place and to
think about suitable research frameworks.

We also identified challenges and opportunities for embodied
digital twins. We exemplary discussed three topics that are
central to geospatial sciences as well as immersive learning and
research approaches: Uncertainty, scale, and behavioral monit-
oring and adaptivity. We believe that these topics, in combin-
ation with the theoretical grounding achieved through combin-
ing place and embodiment, have the potential to advance the
science of embodied digital twins and we hope that this vision
paper provides a springboard for fruitful discussions.
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