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ABSTRACT:

Emotions are one of the manner humans use to indicate how they feel about a particular event, place or things. To date there is
no consensus about the correlation of measured data to an unambiguously defined emotional state. The selection of parameters,
their weight and range, which derive at an emotion, are not clearly defined. Especially, if measurements took place outdoors and
during a physical activity. This work is based on previous work and focuses on the parameters and methods to classify measured
data to an emotional state. We took a closer look to the values, defined ranges for parameters and performed further pre-processing
steps. Furthermore, we revised the assignment of an emotion, analyzed the parameter weights and their correlation. Moreover,
we compared our previous approach with further Machine Learning (ML) methods. The results are in line with previous work,
however, indicate the need for more and heterogeneous data to endorse the outcome. Further results from the parameter analysis
suggest an importance of the skin conductance level (SCL) depending on the method used.

1. INTRODUCTION

The attractiveness of a city depends on many components. City
history, green spaces and infrastructure are some relevant as-
pects to name a few. However, these aspects vary strongly and
depend on an individual’s point of view. Leading eventually to
one key factor namely feelings. A person’s emotion for a loca-
tion defines the personal relationship to a place, area, city and
even country. Increasing the attractiveness of a city is gener-
ally aimed by enriching public life and enhancing urban spaces.
But these endeavors are usually based on presumptions. There
are only few proper ways of measuring emotions on a personal
level, especially if the aim is to find locations in need of im-
provements or to affirm carried out improvement strategies.

So what is a good way to explore a city widely under the afore-
mentioned aspects and from different vantage points, for ex-
ample, by different users and user groups? An optimal solution
would be to integrate these observations without actually ask-
ing1 a user to actively participating in providing feedback but
to passively measure the state of emotions of citizens. With
smart wearables such as smart watches, fitness trackers and
smart phones, there is already a wide range of user accepted
sensory information available. Ways of commuting through a
city are also diverse and let citizens experience a city on dif-
ferent scales or level of details. Classical means of commuting
range from high-level2 means of transport such as buses, trams
and light rail systems to low-level means of transportation such
as cycling, using e-scooters and walking. In this study, we fo-
cus on a particular low-level mode of transport, namely cycling.

1 of course consent of a user to use their data anonymously is mandatory.
2 note: these terms are introduced in the paper for abstraction of different

levels of traveling and do not refer to some kind of standard.

Figure 1. Ebike and proband with measurement instruments and
sensor (Double-Blind-RiviewREF, 2019).

This is because commuting with a bike and in particular a ped-
elec, a relatively large area can be explored in very little time.
Although the commute in some cases may be brief, the level
of detail a user can experience is relatively high. Furthermore,
our pedelec (Figure 1) is equipped with a series of additional
sensors required for our study.

Furthermore, pedelecs as a means to foster a low-carbon mobil-
ity have versatile advantages. The physical exercise for instance
is one main advantage that also supports well-being. Accord-
ing to the Healthy Cities Vision of World Health Organization
(WHO), health and well-being are the basic factors for urban
health. A healthy city ensures that health and well-being of
both the people and the planet are at the heart of the city’s in-
ternal and external policies. In this context, one of our visions is
to provide citizens with a pedelec sharing system that can guide
a user based on their physical and psychological (emotional)
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condition. For example, a given scenario may guide the user
towards a longer but less steep route according to the fitness
level (e.g. determined by the heart rate) and the remaining bat-
tery charge of the pedelec. Another scenario, closely linked to
this study, is to guide the user along routes which reduce stress
by avoiding high traffic routes. Furthermore, by detection emo-
tions during a user’s ride, places of (dis-) comfort can be iden-
tified. This kind of information may aid officials at city admin-
istrations to reproduce places of comfort and improve places of
discomfort (e.g. by taking measures to reduce traffic or planting
trees).

Our aim is to recognize emotions on a personal level using
sensors in an outdoor environment and during a physical activ-
ity. This work is based on previous work published in (Kohn
et al., 2018, Dastageeri et al., 2019). Building up on the res-
ults, this study focuses on improving the methods of emotion
recognition and increasing the data quality by an additional pre-
processing step.

2. MEASURES

One key aspect is to select and assess the parameters that are
necessary to provide our aimed output, namely an emotion. For
data collection the Department of Business Psychology, HFT -
University of Applied Sciences Stuttgart stated an experiment
for pedelec drivers on a given route in Stuttgart (Figure 1). For
further details of the experiment and to reason the selection of
the used parameters, we want to refer the reader to our previous
paper (Dastageeri et al., 2019). In this work, we focus on bio-
sensor data, its relevance and weight as well as the interaction
between parameters (Section 4.1).

2.1 Heart Rate Variability

The HRV is a crucial indicator for defining the well-being and
stress resistance of the body. A healthy heart does not beat
evenly (Arbeitsmedizin, Forschung, 2014). There is a variation
of time from one heartbeat to the next called HRV. This effect
results from the interaction between the sympathetic nervous
system (SNS) and the parasympathetic nervous system (PSNS).
In times of a physical or mental stress, the SNS regulates the
physical organs according to the dangerous situation and in-
creases the capability of physical action. Stress hormones were
released, the heart rate and blood pressure raises. That way the
body is able to react faster. This situation is called fight or flight.
The PSNS fulfils the contrary function. After the stressful situ-
ation, the body needs to rest and recover. The PSNS decreases
the heart rate and returns to its standard value using the body’s
own resources. This reaction is called rest and digest (Jelinek
et al., 2017, Hoffman, 2020).

Contrary to the heart rate the HRV is low in stressful situations
and high during the resting phase. Physical or mental stressors
can cause the stressful situation. Therefore, the HRV allows to
draw conclusions about pleasant and unpleasant situations. The
requirement to analyse HRV accordingly is a generally healthy
and fit person. Genes define 30% of the general HRV level.
But live style defines the remaining 70%. Therefore during pre-
processing the gender, height, weight and age of the probands
were taken into consideration (Hoffman, 2020). The HRV is
not tangible but can be measured by detecting the time from
one wave to the next. There are different methods of detection.
The most common way of commercially available wearables is
using photoplethysmogram (PPG).

2.2 Heart Rate

The heart rate of a healthy adult is between 60 until 80 beats
per minute (Martens, 2018). Influencing factors are among
other things age, level of fitness, emotions, temperature as well
as physical and mental stress (Lexikon der Biologie, Herzfre-
quenz, 1999). Any form of stress immediately raises the heart
rate. There are several calculation methods to define the max-
imum heart rate. The common calculation formula by Haskell
and Fox is dated early 1970s (Kolata, 2001):

HRmaximum = 220− age (1)

Tough 2001 Tanaka, Monahan and Seals developed a formula
based on 18.000 probands, which reached better results and was
used in this approach (Tanaka et al., 2001):

HRmaximum = 208− (Age ∗ 0, 7) (2)

The heart rate is recorded using an optical recording mostly on
the ear or the wrist. The time is measured in milliseconds. The
most common used time parameters are minimum heart rate,
maximum heart rate, total of heart rate in 24 hours, SDNN,
SDANN, RMSSD or pNN50 (Autonom Health, 2017). Our ap-
proach uses RMSSD by applying the Movisens EcgMove 3 on
a chest strap.

2.3 Skin Temperature

The body temperature, which usually refers to the body core
temperature varies and depends on many aspects. Amongst
other things age, gender, menstrual cycle, weight and natural
rhythms affect the body temperature. During 24 hours, the low-
est level is around 4 a.m. and the highest between 4 and 6 p.m.,
assuming the person sleeps at night and is awake during the day
(Mackowiak, 1992). For adults there is a wide range, which is
considered a normal temperature and varies between 33.2–38.2
◦C (Sund-Levander et al., 2002). However, the skin temperat-
ure (ST) differs from the body core temperature. Besides the
above mention aspects, ST varies and depends on each body
part. Furthermore, the temperature of the environment, weather
and clothing has a higher impact. Usually the normal ST of the
trunk varies between 33.5 – 36.9◦C (Bierman, 1936). Over the
protruding parts, the ST is lower. After prolonged exposure to
the environment, ST may also be as low as 14◦C (Benedict et
al., 1919).

In our approach, the ST is measured on two body parts. First
on the chest beneath the clothes using a chest belt. Second
on the wrist with a smart watch. For verifying, the data and
finding outliers it is needed to consider that the measurements
took place during a physical activity with various levels of dif-
ficulties. In addition, the probands faced headwind, which has
a high impact on ST. The measured data coincide with assumed
presumption. The overall minimum ST on the chest was 19 ◦C,
the maximum 36◦C, on the wrist the minimum was 13.4 ◦C, the
maximum was 29.3 ◦C.

2.4 Skin conductance level (SCL)

Stimulation such as stress or emotions results to an increased
production of eccrine sweat controlled by the SNS. Therefore,
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sweat cannot be controlled consciously and is predestined to be
a good objective source of information to find out if someone
is stressed or triggered emotionally. However, it is import-
ant where sweat secretion takes place. Usually hands and feet
are also triggered whenever someone is emotionally stimulated.
Especially on the palm, sweat responds to psychological stimuli
(Edelberg, 1972). This reaction can be measured by two elec-
trodes placed on the palm. By applying a constant voltage of
0.5 volt, the resulting conductance varies which can be meas-
ured (Benedek, Kaernbach, 2010). This value is named Skin
Conductance Level (SCL), which is also referred to as Galvanic
Skin Response. SCL is measured in µS (microsiemens) and has
a range of typically 2 – 20 µS. Tough, the SCL value differs
strongly from person to person. A comparison of SCL alone
is not significant. In addition, the SCL depends highly on the
surrounding temperature as well as the physical activity of the
proband. It is recommended to measure indoors with a temper-
ature of 23 ◦Celsius and a constant humidity (Boucsein, 2012).

In our approach, the proband is performing a bicycle ride out-
doors, which required various levels of effort. The temperature
fluctuated and the proband faced headwind. To counter that
challenging task our approach also took into consideration the
skin surface temperature on the wrist and under clothes on the
chest, the heart rate and heart rate variability. Our aim was to
define the relevance of SCL in combination with these paramet-
ers and possibly correlations. In addition, the calculation was
done with and without considering SCL to estimate its effect
under these circumstances.

3. ARTIFICIAL INTELLIGENCE FRAMEWORKS

The use of data science in different discipline has resulted in
extraction of knowledge and unseen patterns from data in that
domain. However, it is cumbersome to manage domain spe-
cific data. The complexity further increases when we need to
integrate and analyze large volume of domain specific hetero-
geneous data in real-time. To address these issues, we are ana-
lyzing two frameworks. The first framework is Apache Spark
(spark.apache.org). Apache Spark is an agnostic data processing
engine. This framework has a wide spread use in academia and
was also used in the authors previous work (Dastageeri et al.,
2019). The second framework is a Gaussian Processes (GPs).
It operates in a fully Bayesian manner. The GP algorithm was
implemented on a local machine using standard Matlab2018b
software. However, integration into the Spark framework may
be viable.

3.1 Neural Network using Spark

Apache Spark is an agnostic data analytics engine that is used
for large-scale data analytic and processing. The core engine
consists of four main libraries( SQL, MLlib for machine learn-
ing, GraphX, and Spark Streaming) each with a specific func-
tionality. These libraries can be integrated seamlessly in an ap-
plication to develop a fully distriduted solution. For this work,
we are using MLlib and Spark streaming library. The main
reason to use MLlib is because it supports ML Pipelines. ML
Pipelines helps to compose multiple algorithms into a single
pipeline. A Pipeline is used to define a sequence of indipendent
steps called stages. Each stage can either be defined as a Trans-
former or an Estimator. A successful execution processes input
data as it passes through different steps. A sequence of multiple
Transformers and Estimators constitutes a ML workflow.

The MLlib library in Spark supports many classification meth-
ods. ¶ binary classification, · multiclass classification and ¸
regression are some of the well methods that have support for
distributed processing. In this paper, we will be use multiclass
classification. This will help to us to identify complex non-
linear relationships in measure data.

Multilayer perceptron Classifier is a network of intercon-
nected nodes called neurons. Nodes that belong to the same
group forms a layer. Each node in one layer is connect to every
node in the next layer. In addition, each node is also assigned
a value called weights and an output function called activation
function. The purpose of the activation function is to produces
an nonlinear output for the sum of all the inputs to that node.
This results in a connected network that represents a model of
nonlinear mapping between input and output. A multilayer per-
ceptron typically consists of an input layer, one or more hidden
layers and an output layer. We use two activation function, one
for the hidden layer and the other for the output layer. The
hidden layers use sigmoid (logistic) since we have non negat-
ive inputs while the output layer uses softmax since we want
to identify multiple classes. In order to identify complex non-
linear relationships a multilayer perceptron has to learn. This
process called network traning. During this process the nodes
in the network is provided with input data. On each iteration the
weights of the nodes are adjusted until the input is mapped to
the known output. In mobile environment, multilayer percep-
tion is an is good candidate as it makes no prior assumptions
concerning the distribution of data. Furthermore, the model can
be trained to accurately generalize unseen data.

3.1.1 Model preparation A Neural Net(NNET) needs a sample
of input data for training and testing the model. We separated
the input data randomly in a 60:40 ratio. The latter split was
used to test the performance of the model while the former split
was used as training data. In order to use the ML Pipeline in
Spark, data has to be transformed as label and features. Spark
has support for different transformation tools. As illustrated in
Figure 2 our ML workflow consisted of String Indexer and
Vector Assembler as transformer and Multilayer Perceptron

as estimator.
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Figure 2. Machine Learning Workflow

For transforming data into label we use the String Indexer.
It encodes a column consisting of string data to a column of
indices(integer). Furthermore, to transform column into fea-
tures we use the Vector Assembler. It is useful for com-
bining raw features and features generated by different feature
transformers into a single feature vector. The estimator is then
fed with the output of String Indexer i.e. label and Vector

Assembler, i.e. features to produce a results. The whole chain
produces a model which can then be used to classify unseen
data.

3.2 Gaussian Processes (GPs)

This section provides background about GPs which is taken
from the author’s previous work (Schneider et al., 2010) which
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is based on the GP textbook (Rasmussen, Williams, 2006).

A GP is a collection of any finite number of random variables
which have a joint Gaussian distribution. The supervised learn-
ing problem requires a training set D = {xi, yi}Ni=1 consist-
ing of N input points xi ∈ RD (where D, represents the di-
mensionality of the data) and the outputs yi ∈ R to compute
the predictive distribution f(x∗) at any new test point x∗. A
Gaussian Process model employs a multi-variate Gaussian dis-
tribution over the space of function variables f(x), mapping
input to output spaces. A GP is specified by its mean function
µ(x) and kernel / covariance function k(x,x′), so that f(x) ∼
GP(µ(x), k(x,x′)). Denoting (X, f ,y) = ({xi}, {fi}, {yi})Ni=1

for the training set and (X∗, f∗,y∗) = ({x∗i}, {f∗i}, {y∗i})Ni=1

for the test data, the joint Gaussian distribution with mean zero
(µ(x) = 0) becomes[

y

f∗

]
∼ N

(
0,

[
K(X,X) + σ2I K(X,X∗)

K(X,X∗) K(X∗, X∗)

] )
. (3)

In (3), N (µ,Σ) is a multi-variate Gaussian distribution with
mean µ and covariance Σ and K is the covariance matrix com-
puted between all samples in the data set. The predictive distri-
bution for new data points can be obtained as p(fi|X∗, X,y) =
N (µ∗,Σ∗) where

µ∗ = K(X∗, X)[K(X,X) + σ2I]−1y, (4)

, by conditioning on the observed training points.

Σ∗ = K(X∗, X∗)−K(X∗, X)[K(X,X) + σ2I]−1

K(X,X∗) + σ2I. (5)

Learning the hyper-parameters of the covariance function from
a dataset is equivalent to learning a GP model. This can be
performed by maximizing the log of the marginal likelihood
with respect to θ in a Bayesian framework such as:

log p(y|X, θ) = −1

2
yᵀ[K(X,X) + σ2I]−1y

−1

2
log |K(X,X) + σ2I| − N

2
log 2π (6)

On the right side of equation (6), the three terms represent (from
left to right) the data fit term, complexity penalty term and a
normalization constant.

3.2.1 Training The hyper-parameters which control the GP
(Rasmussen, Williams, 2006), can be estimated from the data
using the maximum likelihood approach (Eq.6). Initially, the
hyper-parameters were initialized with random values and then
used in a gradient descent based method to search for the op-
timal hyper-parameters. In order to avoid a local minimum, the
hyper-parameter search is repeated several times with different
random starting values (Guyon, Elisseeff, 2003). After this, the
best hyper-parameter set is obtained by comparison of the mag-
nitude of the log marginal likelihood iteration of the search and
finally selecting the one with the highest value.

3.2.2 Prediction The predictive distribution for a test point
x∗ is obtained from the joint Gaussian distribution of the train-
ing data and the test data by conditioning on the observed /

known targets in the training set. The predictive distribution
is generally Gaussian with a mean and a covariance given by
(Eq. 4 and 5). The prediction thus yields the most likely label
for a new test point x∗ with a given variance around it.

3.3 Classification

So far the predictions are real valued numbers as this method
describes a regression problem, thus far. However, in the con-
text of GPs, classification and regression can be viewed as func-
tion approximations. This means, the GP yields a guess for a
class label and does not take the classical form of class predic-
tions (Rasmussen, 2004). The set of numbers for the targets and
the predictions are different, i.e y ∈ Z and p(f∗|X∗, X,y) ∈ R;
thus, a decision boundary or classes need to be defined. This is
done by defining the boundary as the equal distance from two
class labels {−1,+1}which yields a decision boundary of zero:

C =


−1, if E(f∗|X∗, X,y) < 0

1, if E(f∗|X∗, X,y) > 0 ,

0, if E(f∗|X∗, X,y) = 0

(7)

where zero defines the null-class which practically, never oc-
curs. E(f∗|X∗, X,y) stands for the expected value for f∗. The
algorithm was implemented in MatLab (R2018b) according to
(Rasmussen, Williams, 2006).

3.4 ’One vs. All’ approach

In an ‘One vs. All’ (Rifkin, Klautau, 2004) paradigm, all obser-
vations of one particular emotion are extracted from the data set
and labeled as class ‘-1’, the remaining emotions was labeled as
class ‘1’. The extracted emotion was substituted with another
emotion from the data set after the GP was applied to this data
set and the new configuration was applied again using the GP.
This process was repeated until all emotions were classified us-
ing the one vs. all approach, i.e. for the mentioned data set
(Section 4.1), it was repeated six times.

3.5 Kernels

To classify the data, two different kernels (also termed covari-
ance functions) were used. The first kernel was the very com-
monly used squared exponential (SE) covariance function, the
second was a newer kernel - the Observation Angle Dependent
kernel (OAD) (Melkumyan, Nettleton, 2009) - used in mater-
ial science and hyperspectral image processing for modeling
discontinuous functions (Schneider et al., 2014). Both kernels
were used in an Automatic Relevance Determination (ARD) ap-
proach (Hastie et al., 2009, Guyon, Elisseeff, 2003) by which
the hyper-parameters and their importance in the model are learn-
ed by the GP model during the training stage. For simplicity, the
characteristic length-scale matrix Ω was assumed to be diag-
onal, meaning that each dimension of the data was represented
by an individual characteristic length-scale parameter l1...D .
Thus Ω = diag(D):

Ω =


l1 0 0

0
. . . 0

0 0 lD

 (8)

3.5.1 The Squared Exponential kernel (SE) is infinitely
differentiable because of its exponential term. Thus, for relat-
ively smooth functions (e.g. without no large discontinuities),
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this is a useful property, yielding also a quite smooth GP out-
put. Further, it is stationary i.e. invariant against translation as
suggested by the x− x′ term. The signal variance σ2

0 is one of
the hyper-parameters of this covariance function. As the kernel
was used in an ARD setting, the parameter l normally used was
replaced by the Ω, thus the kernel can account for the variation
in each direction / dimension. The SE kernel is then written as:

K(x,x′) = σ2
0 exp

[
−1

2
(x− x′)ᵀ Ω(x− x′)

]
(9)

3.5.2 The Observation Angle Dependent kernel is a non-
stationary covariance functions, which depends only on the angle
at which points are observed (Melkumyan, Nettleton, 2009).
The angle is a measure of similarity between two data entries
(i.e. two observations) by considering each multi-dimensional
data point as a
D-dimensional unit vector in RD . Because this kernel uses an
angular metric rather than a distance metric, the norm of the
vector does not affect the result, i.e. it is scale invariant. The
OAD covariance function is defined as:

K(x,x′) = σ2
0

(
1− 1− sinϕ

π
· xᵀΩx′√

xᵀΩx ·
√

x′ᵀΩx′

)
(10)

where σ0, ϕ are two scalar hyper-parameters (in addition to Ω)
of the covariance function.

4. DATA AND RESULTS

4.1 Data set and pre-processing

The data set used in this study was produced in previous work
and explained in detail (Dastageeri et al., 2019). In total 32
female and 5 male business psychology students participated
in the studies. The mean age was (22), the mean height (173)
cm and the mean weight (65) Kg. Missing data was replaced
by the method of linear interpolation. As methods of analysis,
explanatory and predictive approaches were chosen. The aim
of previous work was to distinguish between two emotions -
happy or scared - of pedelec drivers to locate areas or situations
of discomfort in the city of Stuttgart. In this work, the focus
is on improving the detection of emotions and to distinguish
between more emotional states as mentioned above. The main
difference between the data set in this study and the previous
one is, that the classification of emotions is more diverse and
specific, i.e. ¶ angry, · comfortable, ¸ enthusiastic, ¹ happy,
º scared, » stressed.

Figure 3. Distribution of classes within the data set.

Data were cleaned by removing outlier in data, e.g. heart rate
values below and above 50 and 205 bpm, respectively, were re-
moved. Also entries with a heart rate variability which were

larger than the heart rate were removed. Similar corrections
were made for body temperature, skin conductance (i.e. values
≤ 0). Generally, entries which were not represented in a large
number of observations (i.e. ≤ 20) were removed. Further-
more, all data entries with gender male were removed, as there
were only few entries in the data set and the features and dis-
tribution of emotions was distributed differently for this gender
- hence the feature ‘gender’ was not used. After cleaning there
were 17168 data entries with eight features per entry. The fea-
tures that remained were: À heart rate, Á heart rate variability,
Â body temperature (chest belt), Ã skin conductance, Ä body
temperature (wrist band), Å age, Æ height and Ç weight.

The GPs used only 1,717 samples across the six classes as train-
ing data, the NNET used 10,300 training samples. Thus, the test
samples for GPs and NNET were 15,451 and 6,868, respect-
ively. This is a huge difference in the amount of training and
test data that was used between the two methods.

4.2 Results

In the following section, results of the ML methods are presen-
ted using F-scores only. We did reject the use of accuracies con-
sidering a preference bias towards the minority class examples
in the data set. Having an imbalanced data sets as being the case
in this study, accuracy is not suitable because the impact of the
least represented, but potentially more important examples, is
reduced when compared to that of the majority class (Branco
et al., 2016). The F-score on the other hand is more informat-
ive about the effectiveness of a classifier on predicting correctly
the cases that matter to the user (Estabrooks, Japkowicz, 2001).
Only when both recall (a measure of completeness) and pre-
cision (a measure of exactness) are high, the resulting F-score
value, is also high (Branco et al., 2016).

The average F-score values for the classification of the six dif-
ferent emotions used in this study are on average very high
with values above 95% for the GP method using either kernel.
There is little variance between the classification performance
of the different emotional states, hence the small standard de-
viation across the the six emotions can be obtained (Table 1).
The lowest F-scores were observed for emotions angry, scared
and enthusiastic for both kernels and also using the NNET.
There is little to chose between the OAD and the SE kernel
within the GP method, as the difference in performance mostly
shows in the third decimal place when comparing F-scores. The
NNET also performs well, with overall F-scores of 0.73, how-
ever, compared to the GPs, it performed rather poorly. The
weakest performance of the NNET was achieved for the emo-
tion stressed which corresponds to the class with a relatively
low number of (training) samples (cf. Figure 3).

Table 1. Summary of F-scores using the different methods.
Mean and standard deviation (SD) was calculated across the 6

different emotions.

F-scores GP-SE GP-OAD NNET
angry 0.869 0.876 0.716
comfortable 0.966 0.968 0.857
enthusiastic 0.961 0.920 0.896
happy 0.909 0.935 0.689
scared 0.973 0.931 0.596
stressed 0.921 0.918 0.642
mean 0.933 0.925 0.733
SD 0.041 0.030 0.119
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Figure 4. SE length scale parameters (log values) and parameter
weights with SCL parameter. Note that for values smaller zero,
the absolute value of l was used. This applies to the following

figures of this type.

4.2.1 Parameter analysis The weights of different physiolo-
gical parameters such as HR, SCL and so forth showed differ-
ent contributions to the model depending on the emotion and
the covariance function that was used. For the SE kernel, the
parameter weights were quite variable (Figure 4, bottom), ran-
ging from zero for HR, age, height and weight (for most of the
emotions) to around 0.3 to 0.4, for the chest and wrist temper-
atures, respectively. The latter was true for all emotions, while
HRvar and weight seemed to be important for stressed and en-
thusiastic.

For the OAD kernel, the weights were rather unspecific and had
low values, from close to zero around 0.2 for most parameters
and emotions (Figure 5). However, for HRvar, the weights were
much higher than for the other parameters, even ranging close
to 1 for comfortable. The weight for HR for angry was also
very high, however, close to zero for the other emotions. SCL
yielded weights around 0.1 for all emotions, except for stressed
where the weight was around 0.5.

4.2.2 Results after removing SCL As many studies sug-
gest that SCL is of great importance to the determination of
the emotion, SCL was collected. Though the circumstances
of the experiment regarding environmental temperature, phys-
ical activity and general mental distraction of the traffic differed
from the recommended laboratory environment.To probe its over-
all relevance and impact despite all adversity, SCL was removed
in the aftermath. For this, the classification task was redone and
the results were reported in Table 2. Interestingly, the results
were on averag,e and for the specific classes (i.e. emotions),
very similar to the ones obtained with SCL. The performance
of the NNET without SCL was much poorer, than for the GPs
where practically not real difference was observed. Further in-
vestigation is needed to find out the cause. Presumably, the
weights and relevance for SCL will change in a laboratory en-
vironment. Furthermore, the NNET yielded F-scores of 0 -
0.075 for the same classes it performed the poorest in the pre-
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Figure 5. OAD length scale parameters (log values) and
parameter weights with SCL parameter.

vious set of results (i.e. with SCL), namely angry, scared and
enthusiastic. Again, this is most likely, due to the low number
of (training-) samples for these classes.

Table 2. Summary of F-scores using same data as previously,
however, without SCL parameter.

F-scores GP-SE GP-OAD NNET
angry 0.879 0.862 0.075
comfortable 0.966 0.968 0.771
enthusiastic 0.920 0.878 0.000
happy 0.909 0.923 0.509
scared 0.920 0.912 0.000
stressed 0.921 0.932 0.440
mean 0.919 0.913 0.299
SD 0.028 0.038 0.321

5. DISCUSSION

The results of this study suggest at first glance that it is possible
to distinguish between human emotions based on physiological
properties of probands during exercise. Classification results
using the machine learning methods were high throughout for
GPs and variable for NNETs. While NNET yielded the lowest
average performance of around 0.76, the GP methods, irrespect-
ive of the kernel used, yielded a performance beyond 0.9. While
these result look very promising, they have to be take with cau-
tion as discussed in the following paragraphs. In fact, there are
several aspects in the obtained results, that suggest that much
more research is needed to truely define human emotions based
on physiological sensor readings.

¶ Humans, especially young adults, have difficulties to exactly
determine their state of emotion. It is relatively easy to distin-
guish between positive and negative feelings, however, to dif-
ferentiate between pure emotions are difficult as that state is
relativeley rare and short lived (Cowie et al., 2002).

· From a data point of view, weak classifications rates (us-
ing GPs) for some emotions, for the emotion angry, scared
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Figure 6. SE length scale parameters (log values) and parameter
weights for the data set without SCL.

and enthusiastic can be explained with a very small number
of samples for this class. This point is becomes even more ob-
vious, when examining the effects of SCL on the NNET’s per-
formance as the same classes are effected severely. However,
the entire performance of the NNET drops severely, indicating
that this method requires clearly much more training data with
more features than the GPs. One reasons why stressed yielded
low performance may be that this emotion is difficult to gauge
for humans and often mixes with other emotions as there can be
negative but also positive stress. However, this in a way shows,
that SCL does in fact has some impact and relevance, at least for
some methods which is in line with related literature. However,
what this really means for developing an emotion predictor ap-
plication, must be investigated further and cannot be covered in
this paper.

¸ The analysis of SCL is ambiguous. The comparison of the
methods with and without the usage of SCL show only little
importance to the results using GPs. Several reasons might
cause this issue. Measurement of SCL during a physical activity
might be one. Another subject is the effect of the measurement
environment concerning the humidity and temperature outside
which differs strongly from the laboratory environment. Fur-
ther studies needs to specify each reason with regards to their
respective effect.

¹ This approach used data from a exceedingly homogeneous
group of probands. The considered values were derived from
females exclusively with similar age and weight. This might
be a reason for the above average results. The next step would
be to continue experiments with much more and heterogeneous
group of probands. Male and female should be considered with
different age, weight and fitness level. Furthermore, the exper-
iments should be repeated under a laboratory environment to
compare the impact of each parameter and especially of SCL.

º Notwithstanding all those points of caution, this is a first at-
tempt to differentiate between six different emotions and results
certainly show promise to accomplish this task. In future, more
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Figure 7. OAD length scale parameters (log values) and
parameter weights for the data set without SCL.

sophisticated methods (e.g. Deep Neural Networks) and fur-
ther experiments will improve upon the results presented in this
study.

6. CONCLUSION

One focus of this work was to weigh the parameters in relation
to an emotional state. The results regarding go along with cur-
rent findings. For the SE kernel as well as the OAD kernel HR-
var is important for the emotion stressed. For the OAD kernel
HR was significant for the emotional state of angry. The effect
of SCL was generally not high as the experiment environment
did not fit with the recommended requirements for measure-
ments. But for the small difference observed, SCL correlated
with the emotion stressed.

The results seems promising as they broadly fit the expected
outcome. Though, further studies are required to verify weight
for the parameters HRvar, HR and SCL and to obtain the weights
for body temperature (chest and wrist), age, height and weight.
Further, experiments in a more controlled environment need
to be conducted and more ground-truth or at least a surrogate
ground-truth needs to be generated during the drive e.g. using
facial emotional recognition based on Deep Convolutional net-
works.
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