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Abstract

Point clouds, image data, and corresponding processing algorithms are intensively investigated to create and enrich Building In-
formation Models (BIM) with as-is information and maintain their value across the building lifecycle. Point clouds can be captured
using LiDAR and enriched with color information from images. Complementary to such dual-sensor systems, thermography cap-
tures the infrared light spectrum, giving insight into the temperature distribution on an object’s surface and allowing a diagnosis
of the as-is energetic health of buildings beyond what humans can see. Although the three sensor modes are commonly used in
pair-wise combinations, only a few systems leveraging the power of tri-modal sensor fusion have been proposed. This paper in-
troduces a sensor system comprising LiDAR, RGB, and a radiometric thermal infrared sensor that can capture a 360-degree range
through bi-axial rotation. The resulting tri-modal data is fused to a thermo-color point cloud from which temperature values are
derived for a standard indoor building setting. Qualitative data analysis shows the potential for unlocking further object semantics
in a state-of-the-art Scan-to-BIM pipeline. Furthermore, an outlook is provided on the cross-modal usage of semantic segmentation

for automatic, accurate temperature calculations.

1. Introduction

With the growing need to retrofit large numbers of existing
buildings, digital processes such as Building Information Mod-
eling (BIM) become relevant for renovation planning. BIM is a
method streamlining the work of various stakeholders primar-
ily involved in the planning and construction of buildings by
leveraging model-based collaboration across disciplines (Bor-
rmann et al., 2018). The resulting 3D geometric-semantic mod-
els can maintain their value throughout the entire lifecycle of
the building if they are updated with required as-is informa-
tion. Such digital models are non-existent or manifest low se-
mantic information depth for buildings constructed before the
introduction or during the maturing phase of BIM. As-is data
captured using sensing devices such as LiDAR (Light Detec-
tion and Ranging) sensors, RGB (Red Green Blue, referring to
conventional photography), or TIR (Thermal Infrared) cameras
can be used to generate models from scratch or enrich exist-
ing ones (Schreyer and Hoque, 2009). Research in the domain
of Scan-to-BIM aims to automate these processes (Son et al.,
2015). In automatic Scan-to-BIM methods, 3D point clouds
are used to reconstruct geometries and semantics of structural
elements (e.g., walls, slabs, doors, windows, etc.) with point
enrichment methods from Computer Vision (Pan et al., 2022a;
Mehranfar et al., 2023). RGB images are often used to add
color to the point cloud and allow for the additional recognition
and reconstruction of smaller objects such as smoke detectors or
signs — useful both for automated and manual processing (Pan
et al., 2022b; De Geyter et al., 2023). TIR captures emitted
radiation in the infrared range by mapping it onto images as
temperature readings. Experts often use this technology to help
estimate the energy performance (Pereira et al., 2021) and help
decide on the best retrofit strategy (Wang and Cho, 2015). TIR
cameras have significantly lower resolution than RGB cameras,
and the color contrasts do not necessarily match the physical
boundaries of the captured object. Therefore, the interpretation
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Figure 1. Top-level overview describing the main steps of the
presented data acquisition method.

of TIR images is often facilitated by fusing them with RGB im-
ages (Zhang et al., 2023) or with 3D point cloud data or digital
building models (Hoegner and Stilla, 2018).

This work demonstrates a prototypical tri-modal sensor system
hosting LiDAR, RGB, and radiometric TIR sensors with two
driven axes (pitch and yaw) for 360° acquisition. The system is
engineered in a modular way and is demonstrated in this work
mounted on a tripod. Fig. 1 provides an overview of data ac-
quisition and processing steps using the presented system. First,
the system collects data from all three sensors step by step in a
pre-defined path. The individual point clouds captured by the
LiDAR sensor are subsequently enriched with the correspond-
ing RGB and radiometric TIR data. The individual, enriched
point clouds are finally registered to form a 360° tri-modal point
cloud to create a coherent dataset. The resulting data is rich in
information, which is potentially useful for numerous applica-
tions provisioning as-is building data to planners. The data is
showcased for recognizing building element semantics that are
typically overlooked by Scan-to-BIM processes limited on data
from single- or dual-sensor systems.

2. Related works

Using thermographic data in combination with BIM for ener-
getic health inspection has been the focus of researchers before.
On the one hand, thermographic data can be projected onto 3D
surface geometry potentially derived from BIM using textures
and provided as a basis for detection algorithms or expert in-
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spection. Hoegner and Stilla (2015), for instance, use com-
bined facade textures from different acquisition times or view-
ing directions to document the night cooling effect and identify
thermal leakages. On the other hand, researchers seek to enrich
the semantic building elements in BIM with as-is thermal prop-
erties such as thermal resistances. Ham and Golparvar-Fard
(2015), reconstruct a thermal point cloud and consider points
in the vicinity of building elements to derive as-is thermal res-
istances for construction types. Sadhukhan et al. (2020) pro-
pose the use of an instance segmentation network for estimat-
ing transmittance values of doors, walls, windows, and facades
and validate their findings with standards. The enriched BIM
models can ultimately be used for energy simulation (Wang and
Cho, 2015) and the design of retrofit strategies.

Thermographic images can be acquired in combination with
RGB images, and a subsequent photogrammetric reconstruc-
tion is used to reconstruct the 3D point cloud (Ham and
Golparvar-Fard, 2013; Hoegner and Stilla, 2018). Other meth-
ods co-acquire thermographic images with LiDAR data (Zhu et
al., 2021; Biswanath et al., 2023). Such dual or tri-modal sensor
systems can be mounted on various platforms. For the inspec-
tion of roofs, Dahaghin et al. (2019) have attached the TIR
and RGB on Unmanned Aerial Vehicles (UAVs) and demon-
strate the evident thermal anomalies in the thermal point cloud.
For building interiors, combined sensor systems have been pro-
posed as hand-held systems (Ham and Golparvar-Fard, 2015)
or as mounts to robotic systems. Borrmann et al. (2014) for in-
stance, fuse the sensor data (LiDAR, RGB, TIR) with a series
of calibration steps and register the scans from the robot posi-
tions into one global point cloud with simultaneous localization
and mapping (SLAM) to help identify heat sources in electrical
building systems. A similar robotic system has been proposed
more recently by Adan et al. (2019) where the three sensors are
additionally placed on a pan-tilt unit, allowing the system to ac-
quire 360° thermal point clouds in horizontal direction at each
step the robot takes. Wang and Cho (2015) combine two LiDAR
sensors with a TIR camera on a tripod. In summary, existing
research lays the basis for multi-sensor systems for building in-
spection, both indoor and outdoor. However, the exploration of
data applications for refining the Scan-to-BIM process remains
superficial.

3. Method

This Section first describes the hardware setup with its sensor
and movable axes. Then, the two cameras’ intrinsic and ex-
trinsic calibration steps are documented to find projections
between the LiDAR point cloud and the images. After that,
suitable poses for acquisition are calculated, and using a series
of pitch-yaw angles, a tri-modal 360° point cloud is assembled.
Finally, the steps to derive the temperature values from the raw
thermal intensity values are described. The reader is referred to
Fig. 2 for an overview of the method.

3.1 Hardware setup

The hardware setup comprises three sensing devices acquiring
point cloud data, RGB images, and TIR images. The prototype
setup alongside the major acquisition coordinate systems and
rotating axes is depicted in Fig. 3. The two axes do not intersect
and are not coincident with the origin of the world coordinate
system. It is thus necessary to apply a series of translations and
rotations to register the single scans into a 360° thermal point
cloud.
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Figure 2. Method overview: A-priori system calibration and
stepwise scanning to 360° tri-modal point cloud.

3.1.1 Sensors Three different sensing devices are mounted
on a rigid 3D-printed bracket, maintaining a consistent relative
positioning among them. The bracket itself is mounted on a
platform to be rotated, as described in Section 3.1.2. The fol-
lowing sensors are hosted by the proposed system (cf. Fig. 3):
A TIR camera (FLIR A50) and a RGB camera (RLC-810A)
are mounted on either side of the bracket. The TIR camera
senses emitted heat from objects as intensity values. It has an
image resolution of 464x348 and a thermal sensitivity of 35mK.
The RGB camera is used for RGB data acquisition with an im-
age resolution of 3840x2160. Finally, a LiDAR device (Blick-
feld Cube 1) is installed on the top side of the bracket. The
device emits a laser beam in the near-infrared spectrum at a
wavelength of 905nm. Configuration of acquisition paramet-
ers such as Field of View (FoV) is possible via an interface.
The FoV of the LiDAR and the scan resolution are configured
to capture a maximum number of measurements in the three
devices’ overlapping FoV. See Section 3.2.3 for more detail.

3.1.2 Rotation axles The bracket mentioned in the previous
Section is fastened to a platform via two rotating axles (pitch
and yaw) while the platform is fixed on a tripod. Each axle is
actuated with a stepper motor, which can be controlled via an
Arduino microcontroller. The mounted sensors can be aimed in
almost any direction around the platform by sending both pitch
and yaw rotation angles via a TCP Socket Stream connection
to the Arduino. The vertical axle (yaw) can be rotated roughly
360° in either direction, limited only by the connection cables
of the sensors and the motors. The horizontal axle (pitch) can
be rotated from 0° (sensors facing straight upwards) to roughly
170°. Rotations to larger angles are unnecessary since LIDAR
has a minimum acquisition distance. In both directions, the
movement is limited by the platform on which the bracket is
mounted.
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Figure 3. Overview of the hardware setup: Cameras and their
coordinate systems, pitch and yaw axes.

Using a Python script, the motion of the mounting system and
the data capturing of the sensors can be controlled in a coordin-
ated manner. Taking the overlapping FoV of the sensors (cf.
Sec. 3.2.3) into account, a list of scan directions can be defined
(cf. Sec. 3.3.1) to achieve up to 360° of data acquisition. This
work does not include accurate calibration of the two rotating
axles. Nevertheless, the design dimensions of the bracket sys-
tem and spacings between the axles are used to formalize the
translation vectors from the LiDAR coordinate system and the
axles. To register a single tri-modal scan in a world coordinate
system, the translation vectors and the chosen pitch and yaw
rotation matrices are applied for each axis utilizing the rota-
tion formula indicated in Eq. 1. For each axis, the coordinate
frame’s origin is defined in the center of the physical axle, and
its orientation is aligned with the world coordinate frame.

P:Q‘,ated = Raﬂcis (Oé) ) (P[(/Z'L)DAR + taacis) - ta:(:is (1)

where P is point i of point cloud P

tazis € R? notates the translation of the LiDAR origin
to the axis origin

Raxis(a) € R¥*3 is the axis’ rotation matrix

a € R is the rotation angle in radians

3.2 A-priori geometric calibration

This work focuses on the fusion of data from the three sensing
devices. For that purpose, a geometric calibration is necessary
to find the projection between the LiDAR point cloud data and
the TIR and RGB images, including the respective camera para-
meters. The perspective projection is formulated in Egs. 2 and
3.

U4 :KMXZ' (2)

M=[R|{ 3)
where 1 = i-th point

X; = coordinates in LIiDAR coordinate system
K = camera intrinsic parameter matrix

R, t = rotation and translations between the LIDAR
and the camera coordinate system
u; = homogenous image coordinates

The following Sections elaborate on the details of the geometric
calibration in two steps: 1. Intrinsic camera calibration is used
to find parameters such as focal length, principal point, and dis-
tortion coefficients. 2. Extrinsic calibration is performed to find
the projection between 3D points and the image planes.

3.2.1 Inmtrinsic calibration The intrinsic camera parameters
of the RGB and the TIR camera are calculated with a photo-
grammetric calibration. The TIR camera is thereby considered
a standard camera capturing a different wavelength (Luhmann
et al., 2013). For the RLC-810A calibration, an automatic fea-
ture detection and matching pipeline using COLMAP (Schon-
berger and Frahm, 2016) is chosen (cf. Fig 4a). Because this
pipeline relies on detecting many distinct feature points, it can-
not be used for the FLIR AS50 calibration, as the TIR images
have low resolution and significantly fewer features. Therefore,
using a chessboard plate, a corner-matching algorithm is chosen
for the geometric calibration of the TIR camera. An aluminum
plate is suspended close to a heat source and overlayed with
cardboard with a stamped chessboard pattern. Since the de-
ployed TIR camera has a high thermal sensitivity, the temperat-
ure contrasts are high enough for corner detection and matching
(cf. Fig 4b).

(b) TIR camera — cardboard chessboard pattern.

Figure 4. Intrinsic camera calibration and image rectification for
two cameras of different resolution and wavelength spectrums.
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In the following, the rectified images are meant when speaking
of TIR and RGB images. Similarly, from here on, K is the
intrinsic parameter matrix of the virtual cameras, and u; denotes
coordinates in the rectified images.

3.2.2 Extrinsic calibration Performing the system’s ex-
trinsic calibration allows us to find the transformation matrices
M®BEB) and MTTH) petween the LIDAR coordinates system
and the two camera coordinate systems. To easily find the cor-
responding points X; and u; in the LiDAR and TIR image, tar-
gets, as proposed by Adan et al. (2019), are assembled. Re-
usable ice cubes are bundled by four and coated with a reflective
adhesive film. In total, 15 targets are placed at the calibration
scene on a bookshelf at varying distances from the tripod. The
cold temperature targets are clearly visible in the TIR image
(cf. Fig. 5b). Similarly, the film reflects the laser beam emitted
by the LiDAR, and the intensity in the near-infrared light range
spikes at the targets (cf. Fig. 5a).

The coordinates of the 15 targets are recorded as correspond-
ing pairs across image frames and point cloud. Given a well-
rectified image and the intrinsic parameter matrix K, Eq. 2 can
be solved for the rotation and translation vectors that minimize
the re-projection error. The re-projection error is the distance in
pixels between the 3D target points re-projected onto the image
frame and their corresponding target in the image frame. Solv-
ing the pose computation problem with OpenCV’s Perspective-
n-Point (PnP) with Terzakis and Lourakis (2020)s method finds
R | t].

The resulting Mean Squared Error (MSE) of the re-projections
is 1.5 pixels for the LIDAR-TIR calibration and 12.5 pixels for
the LiDAR-RGB calibration.

(b) Targets visible in TIR image (left) and RGB image (right). The RGB
image was cropped and the target numbers are added for visualization
purposes.

Figure 5. Visible calibration targets across sensors.

3.2.3 Maximum common FoV The differences in per-
spectives between the two lateral cameras lead to a difference
in the extent they can cover. This difference occurs due to both
the physical gap between the cameras and differences in their
individual FoVs. Thanks to the configurable FoV and scan pat-
tern of the LiDAR, the point cloud density in the common FoV

of the two lateral cameras can be optimized (cf. Fig. 6) via the
settings in the configuration interface.

A similar effect occurs due to the vertical perspective difference
between the LiDAR and the two cameras caused by the bracket
design. The cameras, attached below the LiDAR, show slightly
different occlusions to the LiDAR. In the camera’s perspective
view, some areas are occluded by object boundaries in the fore-
ground. This effect is accounted for, by visibility analysis using
the method proposed by Pan et al. (2022b).

LiDAR
Customized FoV

Figure 6. LiDAR customization: FoV and scan resolution to
maximize point density in common FoV of the lateral cameras.

3.3 360° thermal point cloud

3.3.1 Pose planning A scan path should be planned so that
the sensor system’s full Range of Motion (RoM) is used to col-
lect data. Therefore, the maximum common FoV (cf. Fig. 6)
in horizontal (¢rov,max) and vertical direction (ffoymax) needs to
be considered. Within an exemplary RoM of ¢rom = 360°
(yaw) and 0rom =150° (pitch). The first pose of any 360° se-
quence is defined as vertical up, which is the reference setup
with ¢ = 6 = 0°. Exemplary assuming droymax = H50° and
Oovmax = 60° and desired relative overlap of o, = 5%, 29
poses are required, as depicted in Fig. 7a. The algorithm for this
set of poses is described in Algorithm 1. Note that this approach
suits 360° horizontal RoM; other approaches are required for
selective data acquisition or more constrained systems.

Algorithm 1: Pose planning for full coverage within RoM

initiate list of poses p with vertical up
po = [o, bo] = [0,0]
calculate number of vertical steps and step size
ng = [arom/efov,max . (1 + Orel)-| ,0A = efov,max/nt‘)
for n € ny do
calculate length of critical circumference I,
number of steps, step size
me = [¢f0m/¢fov,max . (1 + Orel)—|
¢A = ¢fov,max/¢A
for m € my do
| append poses with [m - ¢a,n - O]
end
end
return poses

The poses should be visited in a sensible sequence for effi-
cient execution of the data acquisition. To identify a suit-
able sequence, a fully connected graph G = (V, E) is cre-
ated, where the vertices, V, denote the identified poses and the
edges, E, describe the pairwise angular distance between all
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(a) Poses for full RoM coverage, each pose is depicted
with a line in 3D according to its orientation and the limits
of its FoV as a frustum in the unit sphere.

(b) Pose sequence for efficient execution.

Figure 7. Pose planning for 360° acquisition.

pose pairs. Here, horizontal and vertical angular differences can
be weighted with different factors to consider different transla-
tions of the drives of the physical axles (e.g., speed). Standard
approximation methods can be applied to solve the traveling
salesman problem for this graph to obtain an efficient sequence
to visit all poses. The exemplary result of this sequence plan-
ning is depicted as a numbered path in Fig. 7b.

3.3.2 Point cloud registration Given the individual point
clouds in the LiDAR coordinate system, a coherent 360° point
cloud is assembled. The registration of the individual scans is
achieved by a transformation given by system design values and
the yaw and pitch angles of a given pose (cf. Section 3.1.2)
Since this step has not been preceded by a calibration, some
error in the registration is induced. The final 360° point cloud
is evaluated with respect to its completeness and registration
quality in Section 4.

3.4 From raw infrared intensities to temperature

The result of the previous steps is a 360° tri-modal point cloud
including color and raw infrared intensities from the acquired
image following the steps in Section 3.2 and 3.3. This Section
elaborates on the calculation steps and parameters needed to de-
rive the final temperature value. To derive temperature values
from raw signal data, 6 interdependent formulas are required.
They involve parameters from 1. the surroundings (e.g. relative
humidity, reflective apparent temperature), 2. the observed ob-
jects’ properties (e.g. emissivity, distance to camera), and 3. the
thermographic camera calibration, where the latter are defined
in factory calibration and stored as camera metadata. The for-
mulas used are based on IRimage (Pereyra Irujo, 2022), open-

source software for processing infrared images, and were veri-
fied against the calculations proposed by the Hardware supplier
FLIR. For a detailed insight into the calculations, the reader is
referred to Appx. 7.

Since the many parameters involved in the temperature calcu-
lation greatly influence the final result, the choice of values
must be appropriate for the observed objects. The relevant
parameters are often calibrated for a given survey or chosen
with care. Here, the parameters for calculating the temper-
ature values are defined based on suggestions from literature.
For indoor environments, the ambient atmospheric temperature
and reflected apparent temperature were taken as 20°C, as per
the camera manufacturer guideline (Teledyne FLIR LLC, 2021)
and Dall’O’ et al. (2013). An emissivity value of 0.9 was chosen
as construction materials have emissivity values between 0.85
and 0.95 (Dall’O’ et al., 2013; Teledyne FLIR LLC, 2021). Re-
lative humidity and object distance were taken as 60% and 3m,
respectively (STMWI, 2014). The visualization of the TIR im-
ages and the thermal point cloud in the following Sections are
colorizations of the calculated temperature values.

4. Results

The resulting 360° point cloud is visualized in Fig. 8 for a test
room of 57m?. Chessboard targets are placed on the walls. The
quality of the final point cloud is evaluated with respect to com-
pleteness and registration accuracy using a benchmark point
cloud acquired with a Leica RTC360 terrestrial laser scanner
(TLS).

Figure 8. Full 360° trimodal acquisition

Firstly, to assess point cloud completeness, a radius search
around each point in the benchmark point cloud is performed
with a threshold value A[m], yielding an overlap ratio (OR) as
defined in Eq. 4.

Nmatched(A)

OR =
Ntotal

“

where Natched = number of points with match in A
A =radius [m]

Niotaqr = number of points in TLS point cloud
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Secondly, the mean relative rotation error (nRRE), and mean
relative translation error (mRTE) are computed to quantify the
registration error. The true 3D transformations are found by
manually aligning the individual scans with the benchmark
point cloud using the chessboard targets as support. Table 1,
shows the results of the quality assessment. Fig. 9 gives qual-
itative insights into the point cloud enrichment with RGB and
TIR data.

Metric
mRRE 2.2471°]
mRTE 0.14 [m]

ORx=0.05 0.62
ORx—0.1 0.96
ORx—0.15 1

Table 1. Reported results for quality assessment.

5. Discussion

The assembled point cloud is discussed in terms of quality and
suitability for contributing to the Scan-to-BIM process. In state-
of-the-art Scan-to-BIM pipelines, the spatial arrangements of
3D points are leveraged to recognize shapes (e.g., planes, cyl-
inders, etc.) or semantic clusters (e.g., walls, pipe segments).
An accurately registered and complete point cloud is important
for such methods. The fusion of RGB data with point cloud
data further allows the transfer of findings from a 2D image to
a 3D point cluster. The reported camera-LiDAR calibration ac-
curacies, together with the qualitative insights in the previous
section, promise valuable transfer of semantics from 2D data to
3D. However, it has to be noted that the point cloud presents
some flaws: 1. a registration error due to the lack of calibration,
2. oscillations in the LiDAR detector signal visible in Fig. 8 as
a wave pattern in the point cloud. The waves reach 0.06m mag-
nitude, which is reflected in ORx—¢.05 and ORx—¢.1. Thisis a
hardware issue already addressed by the vendor in their updated
system.

Methods relying solely on LiDAR and RGB data as input face
inherent limitations regarding semantic diversity since many
building elements are visually barely distinguishable even to
the human eye. Adding TIR data as a third mode helps detail
the semantics of the BIM model. In Fig. 9a, for instance, it be-
comes visible that the column-like element in the far back of the
room has a significantly higher surface temperature. Based on
this additional information, the structure can be reassigned to a
semantic class of the HVAC domain. In Fig. 9b, two thin pipes
manifesting different temperature values are illustrated. From
this difference, a semantic subtype (e.g., supply, return) can
be assigned in the Scan-to-BIM pipeline. In future research a
method will be developed for automatic detailing of BIM mod-
els using tri-modal point clouds and semantic segmentation.

In this work, the temperature is calculated for each point in
the tri-modal point cloud using the raw intensity values. The
choice of parameters involved in the calculation of the temper-
ature is manual and requires expert knowledge. The most relev-
ant parameters — emissivity and reflected apparent temperature
— are found using a sensitivity analysis. The lower the emissiv-
ity value, the more influence the reflected apparent temperature
has on the calculated object temperature (cf. Fig. 10). It is also
found that for indoor environments with typically similar tem-
peratures, and humidity, additional efforts in obtaining accur-
ate distance and humidity values are not required (c.f Fig. 10,
right). As illustrated in Fig. 10 (right), maintaining all other

(a) The semantic class from the building element at the back can be
changed from e.g., a column to a class from the ventilation/heating
domain.

(b) The semantics of the thin pipes can be detailed as supply vs. return.

Figure 9. Tri-modal point clouds enable recognition of detailed
semantics for Scan-to-BIM. RGB and TIR image modes (top
row), enriched point cloud (bottom row).

values the same, object distance and humidity have errors of
+0.030 for a range of 5 to 25m, and +0.018 for a range of
50 — 90%. State-of-the-art Scan-to-BIM methods encompass
semantic clustering of 3D points (point cloud semantic seg-
mentation), and the projection of semantic masks from 2D im-
ages. Semantics (e.g. element type “pipe”) for a given point
cluster can thus be assumed. In a thought experiment, a spe-
cific material type and thus, its emissivity is assumed given and
can be assigned to the previously semantically segmented point
clusters. The wall in Fig. 9a is taken as an example. The con-
stant emissivity across the image and the reflection of the en-
vironment, cause the magnetic board on the wall to have higher
(left side) and lower (right side) temperatures than the wall. By
knowing the semantic type by semantic segmentation on RGB
images, the board is assigned a lower emissivity value, and the
temperature on the left half melts in with the wall in the back-
ground. A more accurate and automatic temperature calcula-
tion is the result — potentially benefiting industrial applications
where precise temperature readings are of importance. Experi-
ments are planned in the future to substantiate this idea.
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Figure 10. Effects of object emissivity, €, reflected apparent
temperature, T’ f;, relative humidity, RH, and object distance
d, on calculated object temperature, Top;.

5.1 Limitations

The most apparent error of the system assembly lies in the re-
gistration step, where design values were used without calibra-
tion. To improve this, the calibration of the movable systems
is necessary. Furthermore, the RGB camera currently used has
an automatic focus and color balancing, which affects the in-
trinsic parameters and the RGB values, ultimately resulting in
errors in the projection and color differences between single
scans (cf. Fig. 8). The modularity of our system allows for an
easy change in hardware by reprinting single parts. An update
of the LiDAR sensor to avoid the oscillations in the detector
signal and a replacement to a more configurable RGB camera
are planned. Finally, for the extrinsic sensor calibration part,
we suggest researchers use reusable warmth pads instead of ice
cubes. Due to the air humidity, the reflective film was quickly
covered by condensing water, making the targets invisible in the
calibration point cloud.

6. Conclusion

In this work, a multi-sensor platform with two rotating axes is
introduced to acquire a 360° tri-modal point cloud. The sens-
ing devices are mounted in a modular way, allowing for exten-
sions and modifications in the future. State-of-the-art calibra-
tion steps were performed to fuse the sensor data. The step-wise
tri-modal scans are registered using design values, and the tem-
perature values are calculated using carefully chosen parameter
values from literature. In a series of experiments, the quality
and value of the tri-modal point cloud for enriching the Scan-
to-BIM pipeline with additional and deeper semantics are dis-
cussed. Furthermore, an outlook is provided for leveraging the
power of computer vision for a point-wise semantic temperat-
ure calculation. In future works, the authors plan to improve
the quality of the 360° tri-modal point cloud and gain further
insights by using semantic segmentation across modes.
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7. Appendix

H =RH-
(61.5587+0.06939Tatm70400027816T02tm+O4OOOOOO68455T§’tm)
S
where H = water content

RH = relative humidity expressed in decimal form
Tatm = ambient atmospheric temperature in Kelvin

0.5 0.5 0.5 0.5
Tatm = Xe @7 AT 4 (1 X)em @ (22T (6

where Tatm = atmospheric transmittance

X = spectral response parameter X

d = object distance in meters

a1 = spectral response parameter Alpha 1
B1 = spectral response parameter Beta 1
ag = spectral response parameter Alpha 2

B2 = spectral response parameter Beta 2

R

Satm = — B N
J1 (eTatm — F)

—Jo @)

where Satm = the atmosphere camera signal value
R = camera calibration parameter Sensor R
B = camera calibration parameter Sensor B
F' = camera calibration parameter Sensor F
J1 = camera calibration parameter Global Gain

Jo = camera calibration parameter Global Offset

_or
B

Sresi = the reflected camera signal value
Tes1 = reflected apparent temperature in Kelvin

Spept = —Jo @®)

where

S'raw - Sat'm(l - Tu.tm) -

ETatm

Srefl (1 - E)Tatm

Sopj = ®

where Sop; = the object camera signal value

Sraw = the raw camera signal value
€ = object emissivity

B

R
log (Jl(sobj+J0) + F)

Topj = (10)

where Top; = calculated object temperature in Kelvin
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