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Abstract

3D reconstruction of cultural heritage with large volume and high precision is a technical problem in the field of photogrammetry.
This paper studies a high-precision digitalization method for large-volume immovable heritage assets based on photogrammetry
and laser scanning. It solves the problem of large-scale aerial triangulation and ensures overall color and geometric consistency
while satisfying high-precision modeling of local details. Taking the millimeter accuracy 3D reconstruction project of Cave No.
13 in Yungang Grottoes as an example, we use more than 280,000 arbitrary images to reconstruct the entire cave and verify the
effectiveness of the proposed method.

1. Introduction

Digitalization of heritage assets is an important research direc-
tion in the field of photogrammetry, through which the preser-
vation and display of heritage assets can be realized. As a typ-
ical immovable cultural heritage asset, grottoes contain richly
painted murals and complex geometric structures. Therefore,
it is often necessary to use multiple sensors to achieve high-
precision 3D reconstruction.

Photogrammetry is an important method to document and pre-
serve heritage objects and sites (Jebur, 2022). Within this frame-
work, close-range photogrammetry and aerial photogrammetry
by unmanned vehicles (UAVs) enable 3D reconstruction in dif-
ferent levels of detail by exploiting information obtained from
images (De Fino et al., 2023). There are two main aspects in
the digital application of photogrammetry technology in cul-
tural heritage: the digitalization of heritage assets in collec-
tions and immovable heritage assets. In digitalizing heritage
assets in collections, a relatively controllable collection envir-
onment is constructed, and close-range photogrammetry is used
to complete 3D reconstruction. Nicolae et al. showed how
close-range photogrammetry could be a valid and reliable tech-
nique for creating 3D models of museum artifacts (Nicolae et
al., 2014). Marshall et al. presented a novel object scanner for
photogrammetry image acquisition across large museum col-
lections (Marshall et al., 2019). Bucchi et al. described a com-
prehensive guideline to improve 3D model quality (Bucchi et
al., 2020). With the wide application of this technique, close-
range photogrammetry is also used in the digitalization of im-
movable heritage assets. The increased use is most evident with
examples in buildings and monuments (Yastikli, 2007, Yilmaz
et al., 2007, Yilmaz et al., 2008). Here, a great deal of interest
has been attracted to 3D reconstruction technologies that com-
bine close-range photogrammetry with Structure from Motion
(SfM) and enable the creation of dense point clouds from im-
∗ These authors contributed equally to this work.
† Corresponding author

ages captured using conventional digital cameras (McCarthy,
2014, Giuliano, 2014, Kasapakis et al., 2019). Due to the de-
velopment of SfM and multi-view stereo (MVS) algorithms,
aerial photogrammetry by UAVs achieves great success in the
easy, intuitive, and fast construction of large-scale scenes. It
has become an important approach for the 3D documentation
of archaeological excavations, landscapes, and relatively large
sites (Campana, 2017, Pepe et al., 2022). Moreover, digitaliz-
ing immovable heritage assets is usually combined with tradi-
tional surveying and mapping methods. Developments in pho-
togrammetry and terrestrial laser scanning workflows are creat-
ing increasingly comprehensive and accurate 3D colored point
clouds (Hassan and Fritsch, 2019). The 3D documentation of
large-scale and complex structure objects is often accomplished
today by combining photogrammetric processes and terrestrial
laser scanners (Moussa et al., 2013).

However, the lack of surface texture of some heritage assets
makes it difficult to establish high-precision 3D models by simply
using images. To solve the problem, researchers usually use
structured light scanners (SLS) to collect geometric models and
map textures (Gomes et al., 2014). Representative examples
include Stanford University’s Michelangelo Project (Levoy et
al., 2000), IBM’s Pieta Project (Bernardini et al., 2002), and
Columbia University’s Beauvais Cathedral Project (Allen et al.,
2003), which greatly impacted the field. With the populariza-
tion and cost reduction of structured light measurement equip-
ment, it has become one of the most important tools in digit-
alizing heritage assets (Akça, 2012). Terrestrial laser scanners
(TLS) are also heavily used in large-scale heritage site mapping
because of their capability to acquire a lot of information with
a high degree of detail in a relatively short time (millimeter ac-
curacy of over 500,000 points per second) (Castagnetti et al.,
2012). After a decade of continuous development, TLS work-
flows have reached a high level of automation in cultural her-
itage surveys (Vacca et al., 2012, Pritchard et al., 2017, Kush-
waha et al., 2020). At the same time, the emergence of various
studies on the configuration of terrestrial laser scanning power
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supply, simplified models, components, strengths, corrections,
etc., makes this technology more convenient in the application
of cultural heritage. Furthermore, researchers have made unpre-
cedented discoveries in archaeological applications by placing
laser scanning on airplanes or drones (Chase et al., 2012, Evans
et al., 2013, Prümers et al., 2022). The above laser scanning
techniques enable the collection of accurate and detailed 3D
point clouds. However, due to specific requirements in differ-
ent reconstruction projects, none of the scanners are superior to
the others (Moussa, n.d.). Therefore, a fusion methodology of
multiple data and sensors is required to allow the large-scale ac-
quisition of heritage sites with locally complex structures (Shao
et al., 2019).

Although there have been great technological developments in
traditional photogrammetry, some methods that integrate artifi-
cial intelligence and photogrammetry have developed fast and
demonstrated powerful model-building capabilities, such as NeRF
and other technologies. However, there are still many prob-
lems before these technologies are practical (Mildenhall et al.,
2021, Wang et al., 2021, Kerbl et al., 2023). The high-precision
digitalization of large-scale grottoes, especially those with ex-
tremely rich details, has not been well solved so far.

The digitalization accuracy of grottoes is required to realize 3D
printing and reproduction without distortion. Therefore, there
are specific requirements for geometric accuracy and texture
resolution. For example, geometric accuracy should be better
than millimeters, texture resolution should be better than 150
DPI, and it is best to reach 300 DPI. Current technical means
can achieve this precision in small scenes. However, limited by
the accuracy and processing techniques of existing sensors, it
becomes increasingly difficult to ensure overall geometric ac-
curacy and the geometric accuracy and texture resolution of
local details when the height of the grottoes is more than 10
meters. The single point accuracy of TLS is about 2-3 mm,
which makes it difficult to achieve local millimeter accuracy
in data expression. However, 3D reconstruction methods using
photogrammetry to ensure the requirements of local details and
texture resolution will make aerial triangulation unstable and
cannot guarantee overall accuracy.

This paper studies the high-precision 3D digitalization techno-
logy route of large-scale cultural heritage. Taking Cave No. 13
in Yungang Grottoes as an example, we study the entire work-
flow from data acquisition to data processing, use TLS as the
whole control to ensure the overall accuracy of the scene and
use photogrammetric modeling to meet the geometric accuracy
requirements of local details in the digitalization of heritage as-
sets.

2. Yungang Grottoes Cave No. 13

Yungang Grottoes is located on the southern part of Wuzhou
Mountain, about 16 kilometers west of Datong City, Shanxi
Province. The 254 extant grottoes consist of 45 major grot-
toes, more than 1,100 Buddhist niches, and more than 51,000
sculptures. Representing the highest level of world carved art
in the fifth century, Yungang Grottoes is considered exemplary
Chinese Buddhist artwork at its finest. It is known as the three
major grottoes in China, with Mogao Grottoes in Dunhuang and
Longmen Grottoes in Luoyang, and one of the world’s three
major carved art treasures, with Ajanta Grottoes in India and
Bamiyan Grottoes in Afghanistan. In December 2001, Yun-
gang Grottoes was listed as a UNESCO World Heritage Site

and became one of the nation’s earliest 5A tourist areas in May
2007.

Cave No. 13 is a typical cave in the Yungang Grottoes group,
located in the middle of the Grottoes group in the west, about
11 meters wide, 9 meters deep, and 13.6 meters high. There is
a main Buddha statue, with over 2,900 body sculptures carved
on the wall. The geometric details are rich, and many colorful
paintings dating back 1,500 years are retained, which poses a
great challenge to photogrammetric 3D reconstruction (Figure
1).

Figure 1. The main Buddha statue of Yungang Grottoes Cave
No. 13 and sculptures carved on the wall.

3. Method

3.1 Workflow

Cave No. 13 in Yungang Grottoes has a large volume and
many sculptures and murals, with complex structures and com-
positions attached to its wall. Therefore, the challenge of di-
gital modeling technology is high. The whole technology route
needs to consider two aspects: data acquisition and data pro-
cessing.

In Figure 2, we propose a workflow to solve several technical
problems in high-precision digital 3D reconstruction of such
large-scale and complex structure grottoes. The workflow mainly
includes large-space laser scanning, image acquisition, large-
scale integral aerial triangulation, geometric reconstruction, color
processing, and other key technical links. In this workflow, we
control data through large-space laser scanning, which provides
a unified spatial reference for the photogrammetric solution. To
obtain high-resolution original images of the entire cave, we
propose to build scaffolding and shoot close to images in layers
during the data acquisition stage and carry out an aerial triangu-
lation verification on image data of each scaffold layer to ensure
the integrity of the image acquisition. The aerial triangulation
of such large and completely disordered images is also challen-
ging. We propose the aerial triangulation strategy of stratifica-
tion first and then overall, and the results of stratified aerial tri-
angulation provide initial values for the overall aerial triangula-
tion, thus ensuring the execution of overall aerial triangulation.
This workflow takes full advantage of multiple sensors, realizes
the rapid processing and fusion of multi-sensor data, and the
reconstruction and rapid visualization of 3D models of large-
scale and complex structure grottoes. We verify the feasibility
and reliability of this overall workflow in Yungang Grottoes.

Due to the large volume of the entire cave, shooting from a close
distance is necessary to ensure the accuracy of image texture
resolution and geometric reconstruction. Therefore, the collec-
tion interface will be divided into seven layers in the internal
structure, and scaffolding will be built every 2 meters. Data ac-
quisition is collected from the upper layer, and one layer is col-
lected and then removed. The data acquisition process includes
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Field survey and overall workflow design

Large-space laser scanning

Image acquisition

Large-scale aerial triangulation

Geometric reconstruction

Color homogenization

Erection of 
scaffolding Image capturing Verification of 

data integrity

Hierarchical processing Overall aerial triangulation

Application of high-precision 3D digital models of grottoes

Figure 2. Overall workflow.

terrestrial laser scanning and two camera control contents. As
shown in Figure 3, the scaffold working platform is set up at 2
meters, 4 meters, 6 meters, 8 meters, 10 meters, and 12 meters
above the ground to form seven layers of the working platform,
including the ground layer.

The 7th Floor Working Platform

The 6th Floor Working Platform

The 5th Floor Working Platform

The 4th Floor Working Platform

The 3rd Floor Working Platform

The 2nd Floor Working Platform

The 1st Floor Working Platform

3m210

Figure 3. Scaffolding working platform in Yungang Grottoes
Cave No. 13.

3.2 Data Acquisition

3.2.1 Control network layout and measurement. The data
acquisition of Yungang Grottoes has the characteristics of a
large volume of grottoes, fine data collection, long duration of
data collection process, and multiple types of equipment used
for data collection. During data acquisition, the overall control
network of the cave must be established to incorporate such di-
verse and extensive data into a unified spatial reference. Two
aspects should be considered in the layout of control points of
the control network: (1) Control points should be evenly dis-
tributed on the inner surface of the cave, and the uniformity of
distribution should be taken into account in both vertical and
horizontal directions; (2) Since the surface of the cave is a pre-
cious heritage asset and no equipment is allowed to touch it, it

is impossible to use a fixed target on the wall commonly used
in building data acquisition as the control point, but natural fea-
ture points inside the cave should be selected as control points,
and the collection of the cave has both geometric and color data.
Therefore, it is necessary to select points where geometric and
texture features are obvious and can be observed from multiple
views. As shown in Figure 4, the decorative part of the canopy
in the left figure has a sharp geometric feature, which is easy to
locate, and the color information also shows an obvious jump
there. The eyes of the Buddha statue in the right figure also have
obvious features in geometry and texture, so they are suitable as
candidates for feature points.

Figure 4. Diagram of points suitable for use as control points.

Given the volume size of Cave No. 13 in Yungang Grottoes and
the characteristics of Buddha statues and walls, five points with
obvious geometric and texture characteristics should be selec-
ted as control points at three different cave heights. A total of
15 control points constitute the control network of Cave No.
13 in Yungang Grottoes. The vertical distribution of control
points in the control network is shown in Figure 5(a). Con-
trol points will be selected at 1 meter, 6 meters, and 11 meters
above the ground. The height of control points at each height
level can float within a range of 2 meters. The horizontal dis-
tribution of control points in the control network is shown in
Figure 5(b). Seven appropriate control points are selected on
the main Buddha statue and the wall at each height level.

(a) Vertical distribution. (b) Horizontal distribution.

Figure 5. Distribution of control points.

In control network measurement, considering the restriction on
the absolute value of coordinate values in fine 3D digital re-
construction and the preservation of more significant digits for
the reconstructed geometric model, the control network of Cave
No. 13 in Yungang Grottoes established by this method is a
local relative coordinate system, and the coordinate origin is
selected in the cave. If the follow-up work needs to be com-
bined with the national standard geodetic coordinate system, it
is only necessary to introduce the control point coordinates of
the known geodetic coordinate system into the control network
and calculate the rotation matrix.

We exploit a combined total station observation and laser scan-
ning method to measure the high-precision control network.
The measurement method is: (1) Control point coordinates meas-
urement using a total station. Since control points in the cave
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can only be measured by the prism-free mode of the total sta-
tion, it is necessary to observe control point coordinates in the
control network from multiple observation sites and adjust co-
ordinate values to improve accuracy. (2) Laser scanning com-
bined solution. To further improve the precision of the control
network, the coordinates observed by the total station and the
coordinates fitted by the laser scanner are combined to solve the
adjustment after laser scanning data collection is completed.

3.2.2 Geometric information collection of the entire cave.
Based on the overall control network, this method adopts a
3D scanning instrument to obtain geometric data of the cave.
Cave No. 13 in Yungang Grottoes is a roofed cave environ-
ment, so selecting a large-space scanner that can scan to the top
in the vertical direction is necessary. Some areas in the cave
are narrow, and to obtain more comprehensive data, the closest
scanning distance of the scanner should be as short as possible.
After considering these factors and comparing mainstream 3D
laser scanners, the Faro Focus3D X330 3D laser scanner is ad-
opted for data acquisition in this project. The principle of large-
space scanner station layout is to face the scanned object as
far as possible. The layout scheme of the large space scan-
ner station on the working platform of each layer designed by
this method for Cave No. 13 in Yungang Grottoes is shown
in Figure 6. Each layer of the working platform needs to scan
about eight stations of 3D laser point cloud data. The specific
location and number of stations will be adjusted according to
the site situation and different structures of each layer to leave
no blind angle. As shown in Figure 6, this layout ensures that
surface coverage exceeds 90% and overlap between stations is
expected to exceed 60%.

Figure 6. Large-space scanner station layout in Yungang
Grottoes Cave No. 13.

3.2.3 Texture information collection of the entire cave. In
image acquisition of objects with complex shapes, the shooting
angle should be comprehensive, and the overlap between adja-
cent images should be more than 50% to ensure that the sub-
sequent 3D reconstruction can avoid holes.

The images are captured on a Canon EOS-5Ds Mark IV digital
camera with 50 mm and 100 mm prime lenses. According to
the digitalization accuracy requirements of the cave, the pixel
density of surface texture should not be less than 34.88 million
pixels per square meter (150 DPI). For the image acquisition
of Cave No. 13 in Yungang Grottoes, the calculated shooting
distance is 1.3 m for 50 mm and 2.6 m for 100 mm accord-
ing to resolution, camera sensor size, and lens focal length. In
practice, we shoot 300 DPI images using a 50 mm lens with
a shooting distance of 1.3 m and a 100 mm lens with a shoot-
ing distance of 2.6 m. According to this shooting method, the
ground sample distance (GSD) of the surface texture captured
is 2 mm.

During the acquisition process, the color card information is
also collected to correct the color of the grotto texture data (Fig-

ure 7). Figure 8 is a comparison of images before and after color
correction.

Figure 7. Photography working scene and used color cards.

Figure 8. The color-corrected image using color cards. The left
is before correction, while the right is after correction.

3.3 Data Processing

There are three main problems in 3D reconstruction of large
scene multi-view images: (1) scale information, (2) aerial trian-
gulation solution, and (3) color consistency. Since photogram-
metry follows a triangulation measurement principle, additional
ground truth must be introduced to determine the absolute scale.
In this paper, this is solved by utilizing the high-precision con-
trol network measured by total station observation and laser
scanning. Another issue is that the amount of image data col-
lected during the 3D reconstruction of a large-scale scene is
often huge. However, existing reconstruction methods all adopt
the idea of dividing and ruling, bringing some problems. On the
one hand, the method of partition and block is used to solve aer-
ial triangulation of image data, and there will be a problem of
uneven resolution accuracy among each block, which will lead
to the phenomenon of stratification at the edge of each block
in the reconstructed geometric model. On the other hand, for
large-scale 3D scene reconstruction, due to the influence of illu-
mination changes and other factors during acquisition, acquired
image data will have inconsistent brightness, eventually leading
to large color differences in generated results.

3.3.1 Distributed aerial triangulation based on alternat-
ing parameter solution. In this paper, the distributed global
solution technique of aerial triangulation based on alternating
parameters is used to realize error compensation and optimiza-
tion between partitioned data, which avoids reliability reduction
caused by the partitioned solution and greatly improves overall
efficiency.

Bundle adjustment is an automatic method to obtain 3D inform-
ation of the photographed object from images. It takes the co-
ordinates of image points as observed values and, at the same
time, calculates camera parameters and the coordinates of ob-
ject points. Essentially, it is a sparse nonlinear least squares
problem with a special structure, which can be solved efficiently
using its sparse structure.

For large-scale photogrammetric data (tens of thousands or hun-
dreds of thousands of images), the images are usually processed
by computer clusters and divided into blocks to reduce data pro-
cessing time. Each block’s camera parameters and object co-
ordinates are recovered independently by different computing
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nodes. Then, the coordinate system of each block data is uni-
fied, and an overall bundle adjustment is carried out. However,
the geometric accuracy of each block is not uniform, and a glob-
ally optimal solution cannot be obtained. This paper uses an
ADMM method to achieve a large-scale global solution. Gener-
ally, unknowns in the bundle method include cameras’ internal
and external parameters and an object 3D point set observed
by identical point pairs. A camera has the same intrinsic para-
meters, while the camera has different extrinsic parameters for
each image taken. Then, based on the collinear equation, our
objective function is:

f (I, E, P ) =

n∑
m=1

∑
pj∈Sm

‖Π (im, elm, pj)− qmj‖ , (1)

where I represents the set of internal parameters for each cam-
era, E represents the set of external parameters corresponding
to each camera position, P is the set of object points, im is the
internal parameter of the mth camera, elm is the lth image with
the mth internal parameter, pj is the jth object point, qmj is the
image coordinate of the object point on the image with the mth

internal parameter, and Π is the projection model.

The alternating direction multiplier method (ADMM) is import-
ant for solving separable convex optimization problems. Due to
fast processing speed and good convergence performance, the
ADMM algorithm has been widely used in statistical learning,
machine learning, and other fields. The ADMM is generally
used to solve the following convex optimization problems:

minimize f (x) + g (y)
subject to Ax+By = c.

(2)

According to the Lagrange multiplier method, we can get:

Lp (x, y, λ) = f (x) + g (y) + λT (Ax+By − c)
+ ρ

2
‖Ax+By − c‖22 , ρ > c,

(3)

where λ is the Lagrange multiplier, ρ is the penalty coefficient,
then the iterative solution process of the ADMM algorithm is
as follows:

xk+1 = arg minLp (x, y, λ)
yk+1 = arg minLp (x, y, λ)

λ = λk + ρ
(
Axk+1 +Byk+1 − c

)
.

(4)

In the actual solving process, alternating iteration is carried out.
Then, we will solve the overall objective function as follows:

min
∑n

i=1
fi (xi)

subject to xi = y, i = 1, . . . , n.
(5)

Using the ADMM algorithm, we can obtain the following iter-
ative process:

xt+1
i = arg min

(
fi (xi) +

(
λti
)T (

xi − yt
)

+ ρ
2

∥∥xi − yt∥∥2
2

)
yt+1 = 1

n

∑n

i=1
xt+1
i

λt+1
i = λti + ρ

(
xk+1
i − yk+1

)
.

(6)

Camera Internal 
Parameter

Camera External 
Parameter

Object Point

Figure 9. Schematic diagram of ADMM-based global
consistency solving for cameras.

As shown in Figure 9, the global camera parameter consist-
ency solution method divides the whole data region into K
subblocks. Objects with the same color between blocks rep-
resent the same parameters, with the common camera para-
meter and the same external parameters (multiple subblocks of
the same image). Therefore, to keep the cameras’ internal and
external parameters corresponding to the same image between
blocks consistent, the original collinear equation objective func-
tion is modified as follows:

min
∑K

k=1
f (Ik, Ek, Pk) , ikm = im, k = 1, . . . ,K

subject to ekm = em, k = 1, . . . ,K.
(7)

According to the ADMM algorithm, we can solve the above
problems through iteration:

(Ik, Ek, Pk)t+1 = min f (Ik, Ek, Pk) + g (f (Ik, Ek, Pk))

it+1
m =

∑(
eki
)t+1

/ nm, e
t+1
m =

∑(
dki
)t+1

/ ml(̃
ikm
)t+1

=
(̃
im
)t

+
(
ikm
)t+1 − it+1

m(
ẽkm
)t+1

= (ẽm)t +
(
ekm
)t+1 − et+1

m ,
(8)

where f (Ik, Ek, Pk) is the objective function of the kth block,
and g (f (Ik, Ek, Pk)) is:

g (f (Ik, Ek, Pk)) =∑
ikm∈IK

∥∥∥ikm − itm +
(̃
ikm
)t∥∥∥2∑

i

+
∑

ekn∈EK

∥∥∥ekn − etn +
(
ẽkn
)t∥∥∥2∑

e

+ρp
∑

pj∈PK

∥∥pj − ptj∥∥22 .
(9)

In the process of solving, it is necessary to divide tiles as evenly
as possible, and synchronization of each subblock is calculated
in time. At the same time, the initial value of the Lagrange
multiplier is more important in the solving process because the
dimensions of the cameras’ internal and external parameters are
inconsistent.

3.3.2 Aerial triangulation based on control network. The
SfM reconstruction process delivers accurate camera orienta-
tions and sparse point clouds, but initially in an arbitrary model
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space. We fill gaps in image-based 3D reconstruction pipelines
and retrieve scale information using the control network meas-
ured with total station observation and laser scanning. Since
no equipment is allowed to touch heritage assets, placing fixed
targets is impossible, but natural feature points should be selec-
ted as control points. To build a correlation between 2D images
and 3D control points, we first extract obvious feature points
from the intensity map of the laser field. Each pixel in the 2D
intensity map corresponds to one 3D laser scanning point, and
the number of pixels results from the defined scan resolution.
Then, 2D-to-2D correspondences between photographed im-
ages and intensity maps can be established, allowing an impli-
cit determination of 3D-to-3D correspondences between sparse
point clouds and laser scanning data. These correspondences
are applied to the SfM output and provide absolute camera ori-
entations related to the laser data by introducing the scale in-
formation to the bundle.

3.3.3 Color homogenization based on global adjustment.
For 3D reconstruction of large-scale scenes, it is generally ne-
cessary to divide a large range of scenes into multiple tiles for
reconstruction. However, in the process of oblique image ac-
quisition, due to the influence of illumination changes and other
factors, collected image data will have inconsistent brightness,
leading to the appearance of color difference seams in the sur-
face texture of the generated 3D scene. Although the method
proposed by Waechter et al. (Waechter et al., 2014) can elimin-
ate texture color difference seams inside a single tile, there will
also be inconsistent brightness between tiles. Therefore, this
paper designs a color homogenization method for 3D models
across tiles based on global adjustment. The basic idea of this
method is to homogenize all image data globally before texture
mapping to ensure the color consistency of the generated 3D
tile model as much as possible. After texture mapping, 3D tiles
of the scene are uniformly colored to eliminate the problem of
inconsistent brightness at the seams of tiles.

The core idea of the method is to establish a linear equation of
color differences of all tiles in measuring areas by using color
differences of the 3D real scene in overlapping areas. The linear
equation is solved as a whole, and the change of 3D color of
each tile is obtained to achieve the effect of overall uniform
color.

4. Result and Discussion

4.1 Result

We obtain 2.1 TB laser scanning point clouds (433 stations) and
283,400 original images in the data acquisition phase. After
data quality inspection and precision assessment, the median
error of feature point spacing of point clouds is less than 5 mm,
the maximum point spacing is less than 3 mm, surface coverage
is greater than 80%, and point cloud overlap between adjacent
scanning stations is greater than 30%.

In the data processing stage, we develop Get3d Cluster, an auto-
matic photogrammetric modeling software supporting a parallel
3D modeling system with millions of images and thousands of
CPUs. The software integrates a stable and reliable distributed
aerial triangulation method for solving alternating parameters
and an integrated color homogenization method for 3D models
across tiles based on global adjustment. To deal with such a
large amount of data solving, we adopt the strategy of a large
number of GPU server clusters. We use 120 server nodes for

cluster computing. After about 85 days of data processing, the
overall aerial triangulation and 3D reconstruction of Cave No.
13 in Yungang Grottoes are realized.

To establish the control point of the image, we use the intens-
ity map of the laser field to find some obvious feature points,
which is used to build a correlation with the image collected
by the camera. The final statistics of aerial triangulation access
images are 239,700, and the access rate reaches 84.58%. By
calculating the random sampling back-projection error of aerial
triangulation, the error of our aerial triangulation results is bet-
ter than 0.5mm. The results of aerial triangulation are shown in
Figure 10.

Through geometric reconstruction after aerial triangulation and
color homogenization across tiles based on global adjustment,
we obtain the entire 3D model of Cave No. 13 in Yungang
Grottoes. The model is in OBJ and OSGB formats, the data
volume is 500 GB, a total of 880 million triangles, and it is
divided into 5,140 tile storage. We exploit the visualization
strategy of model reconstruction in multi-level details. A levels-
of-detail model is constructed to improve loading and browsing
efficiency. Figure 11 shows the 3D model of the entire cave.
Figure 12(a) shows a partial mesh model.

It is estimated that the texture resolution of the 3D model we
obtained reaches 300 DPI, the back-projection error of con-
trol points is less than 5 pixels, and the misalignment between
model outlines is less than 5 pixels. Figures 12(b), 12(c), and
12(d) show details of the model, including the partial model,
the shrine, and the dome.

(a) Connecting points of aerial
triangulation.

(b) Each point corresponds to
one photo, a total of 239,000
photos.

Figure 10. Results of aerial triangulation.

4.2 Application Using 3D Models

4.2.1 3D display and information superposition. The suc-
cessful construction of high-precision 3D digitalization results
of Cave No. 13 in Yungang Grottoes can break through dis-
play requirements and fidelity effects that traditional protection
methods cannot achieve. We develop a digital display system
for Cave No. 13 in Yungang Grottoes to better display and fully
use this precious digital model. Based on the 3D grottoes dis-
play system, users can use 3D GIS to overlay data and estab-
lish information association so that 3D models can be integrated
with humanistic research information (Figure 13).

4.2.2 3D disease information labeling. With a high-precision
3D model, users can add, modify, and query diseases on the 3D
model through visual interpretation. Due to the high geometric
accuracy of the entire model, diseases plotted can be quantit-
atively analyzed and counted, which greatly improves the ef-
ficiency of cultural heritage protection and restoration (Figure
14).
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Figure 11. The 3D model of the entire Yungang Grottoes Cave
No. 13.

(a) (b)

(c) (d)

Figure 12. Results of 3D reconstruction.

Figure 13. Annotation and overlay of information based on the
3D model.

4.3 Future Work

4.3.1 1:1 high-precision reproduction based on 3D print-
ing. In recent years, Yungang Research Institute has success-

Figure 14. Disease annotation based on the 3D model.

fully reproduced Caves No. 3, No. 12, and No. 18. The high-
precision digitalization results of Cave No. 13, constructed by
this project, provide the most important data for reproducing the
entire cave. Through 3D printing technology, the digitalization
results can be transformed into physical grottoes and popular-
ized to the public.

4.3.2 Monitoring and analysis of grotto changes based on
time series. The serialization information of grottoes is col-
lected at regular intervals to form a complete 4D database for
change monitoring. Combined with synchronous records and
archives of other information, such as the environment, it can
be used for professional analysis. The detailed grotto database
will provide scientific researchers with data that can be easily
retrieved, accurately measured, and used for global spatial ana-
lysis based on environmental spatial data. Data are classified
according to spatial location, subject, time, and category in the
database, which is convenient for efficient retrieval.

5. Conclusion

In this paper, we propose a holistic solution to high-precision
digitalization of large-scale grottoes. Laser scanning is used for
overall control, and photogrammetry is used to collect a large
number of high-precision images. A parallel ADMM algorithm
solves overall aerial triangulation and high-precision scene re-
construction of large-scale images. Taking Cave No. 13 in Yun-
gang Grottoes as an example, high-precision 3D cave modeling
with more than 280,000 images is realized. This method can
take advantage of the overall accuracy of terrestrial laser scan-
ners and the high resolution and expressiveness of photogram-
metry in local details. The project case in this paper provides
a good reference for high-precision digital modeling of large-
scale heritage assets.
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