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ABSTRACT:

We propose a deep learning approach for high-resolution species distribution modelling (SDM) at large scale combining point-wise, 
crowd-sourced species observation data and environmental data with Sentinel-2 satellite imagery. What makes this task challenging 
is the great variety of controlling factors for species distribution, such as habitat conditions, human intervention, competition, 
disturbances, and evolutionary history. Experts either incorporate these factors into complex mechanistic models based on presence-
absence data collected in field campaigns or train machine learning models to learn the relationship between environmental data 
and presence-only species occurrence. We extend the latter approach here and learn deep SDMs end-to-end based on point-wise, 
crowd-sourced presence-only data in combination with satellite imagery. Our method, dubbed Sat-SINR, jointly models the spatial 
distributions of 5.6k plant species across Europe and increases the spatial resolution by a factor of 100 compared to the current 
state of the art. We exhaustively test and ablate multiple variations of combining geo-referenced point data with satellite imagery 
and show that our deep learning-based SDM method consistently shows an improvement of up to 3 percentage points across three 
metrics. We make all code publicly available at https://github.com/ecovision-uzh/sat-sinr.

1. INTRODUCTION

With the increase of economic and political salience of envir-
onmental issues, the need has grown for a sound understanding
of the state of the biosphere and its response to global change
(Navarro et al., 2017; Dıaz et al., 2019). In particular, investig-
ating the geographical distribution of species and its evolution is
a key ecological question. Such knowledge is required, for ex-
ample, to quantify the ecological capital and target conservation
efforts (Rockström et al., 2023). Furthermore, successful mod-
eling of the drivers shaping species distribution is necessary to
anticipate future shifts under climate and habitat change.

Species distribution modeling (SDM) is a task of quantitative
ecology that aims at correctly predicting such distributions. Tra-
ditionally, maps of species distribution have been created by
ecologists deriving theoretical models from their expert know-
ledge. These models are then fitted and evaluated on datasets
of in-situ presence-absence (PA) surveys. PA surveys provide
valuable information for SDM fitting as they indicate both the
presence and absence of a given species in a given region. Yet,
as they require a highly methodical survey process, they typic-
ally are carried out with limited spatial coverage. Over the past
three decades, novel empirical approaches using noisy presence-
only (PO) occurrences emerged. In this more difficult setting,
the data only informs on the presence of a given species, but
do not provide negative samples on the absence of the species.
Though more challenging, these datasets such as the Global
Biodiversity Information Facility1 (GBIF) have gained popular-
ity, as they enable a larger spatial coverage.

SDMs are fitted by relating occurrence information to co-occurring
environmental conditions, using classical statistical methods or
machine learning algorithms. More recently, deep-learning-
based multi-species SDMs have been introduced to increase the

1 GBIF. Available from https://www.gbif.org. Accessed 24.01.24

representational capacity of the models. The authors of Spatial
Implicit Neural Representations (SINR) (Cole et al., 2023), for
instance, advocate for a model using solely longitude and latit-
ude of an observation as input. They map patterns based only on
confirmed occurrences instead of extrapolating to unobserved
locations using local environmental information, although their
work does also include experiments with bioclimatic inputs.

In contrast, we build upon SINR, but argue that high-resolution
local information is essential to further develop SDMs. We ad-
dress the problem of modeling the spatial distribution of 5.6k
plant species across Europe. The growth of plants is strongly
constrained by local factors such as soil, climate, human in-
tervention, fauna, and terrain. Rasterized information on such
factors is available, but generally limited to low spatial resolu-
tions, that fail to capture sub-kilometer nuances. Furthermore,
the rasters with large coverage are often based on historical
data, physics-based models, or interpolation between measure-
ments, introducing a variety of biases. Therefore, we use satel-
lite imagery as an accurate, up-to-date, high-resolution modal-
ity, which has been shown to contain valuable information for
SDMs (Deneu et al., 2022). This increases the resolution of
the most high-resolved input data from 1 km of the bioclimatic
variables (Fick and Hijmans, 2017) to 10 meters of Sentinel-2
(Drusch et al., 2012) satellite images. We show experimentally
that fusing SINR with the additional satellite input is both be-
neficial to the performance on unseen PA data and the overall
quality of the maps created from the SDMs predictions (Figure
1). In summary, our contributions are as follows:

• A framework for fusing satellite imagery into the SINR
model.

• A quantitative comparison of multimodal fusion mechan-
isms.

• Quantifying the impact of various modality mixes on the
resulting SDM.
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(a) SINR SDM range map with location as input.

(b) Sat-SINR SDM range map with location, bioclimatic variables and
Sentinel-2 images as input.

Figure 1. The resulting species distribution maps of four
averaged models for Quercus Ilex (Evergreen Oak) in France.

Compared to the location-based SINR (Top), Sat-SINR
(Bottom) introduces a new level of local detail to the

distribution maps. X-axis: longitude east, y-axis: latitude north,
colours: predicted probability of 0 (blue) to 1 (yellow), green
dots: occurrences of the evergreen oak in the training dataset.

Predictions are sampled in a grid of 3 to 10 kilometers.

2. RELATED WORK

2.1 Species Distribution Models

Historically, the data used for species distribution modelling has
been limited to the number of locations in a study area where
ecologists would note down each observed species. While such
data would reliably carry both presence and absence inform-
ation, it would only cover small areas. A different approach
emerged three decades ago, creating models trained on presence-
only data. The advent of platforms such as iNaturalist2 that
collect citizen scientist observations further accelerated this re-
2 iNaturalist. Available from https://www.inaturalist.org. Accessed

24.01.24

search direction. Today, such collections provide over 50% of
the data in GBIF.
Following the successes of deep learning on large datasets in
fields like vision and language (Goodfellow et al., 2016), neural
networks are increasingly being tested out as the next stage of
progress in species distribution modeling (Beery et al., 2021).
Deep learning uses large architectures with substantially higher
numbers of parameters, capable of modeling intricate relation-
ships between an input and an output distribution at the cost
of explainability. As in related fields such as canopy height
estimation (Lang et al., 2023; Jiang et al., 2023), cocoa planta-
tion classification (Kalischek et al., 2023), deforestation detec-
tion (Karaman et al., 2023), and conifer cell analysis (Katzen-
maier et al., 2023), deep learning approaches are showing en-
couraging results in species distribution modelling.
Due to the nature of deep learning, both positive and negat-
ive feedback is required for the model training. Strategies for
addressing the lack of negative feedback in presence-only data
rely on pseudo-absence data (Rew et al., 2021), rank-based loss
functions (Brun et al., 2024), or assume full absence while up
scaling the impact of presences (Aodha et al., 2019; Zbinden
et al., 2024). SINR by (Cole et al., 2023) and further adapted
in (Rußwurm et al., 2023) is a strong PO-trained model, us-
ing the location and, in auxiliary experiments, bioclimatic vari-
ables as inputs. This work extends SINR by additionally in-
cluding satellite imagery, a data source that has recently shown
promising results in species distribution modeling (Deneu et al.,
2022; Botella et al., 2023a; Teng et al., 2023).

2.2 Multi-Modal Networks

Multi-modality concerns itself with the fusion of different data
types into a single prediction in a neural network. Here, we
focus on fusing a 1-dimensional vector with an image. In our
setting, we aim at inferring an SDM based on a vector of loc-
ation and bioclimatic variables, as well as a satellite image of
the location. Fusion methods can typically be categorised into
early, late, and middle fusion (D’mello and Kory, 2015). In
early fusion, all input modalities are combined into a single
tensor before being processed by the network (Lang et al., 2021;
Teng et al., 2023). Late fusion derives an independent predic-
tion or representation for each modality, only merging them at
the end (Aodha et al., 2019; de Lutio et al., 2021; Sastry et al.,
2023). SatCLIP (Klemmer et al., 2023) presents a special case
of this, where the embeddings produced by SINR are aligned
with the embeddings produced by a satellite embedder to serve
as satellite image-free embeddings in a downstream task. A less
common fusion approach is middle fusion that merges the in-
formation with multiple layers both above and below the merge
(Damer et al., 2019) or along multiple layers across the whole
network (Zhang et al., 2023). In this paper, we explore several
approaches for merging satellite information into the predefined
SINR architecture. In addition to early and late fusion, we im-
plement a middle fusion scheme inspired by ControlNet (Zhang
et al., 2023).

3. METHODS

3.1 Problem statement

We follow the problem statement of SINR: our dataset D, in-
dexed by N , contains samples characterised by their geo-location
L, a vector of bioclimatic variables (precipitation, temperature)
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Figure 2. SINR and three proposed Sat-SINR fusion schemes for leveraging satellite data. a) SINR: The location L and environmental
variables E are mapped to a multi-class prediction; b) Early Fusion: Satellite embedding c is reduced in dimensionality to fit with L
and E and fed into the model at the beginning; c) Late Fusion: An independent embedding is created from c and added to the SINR

embedding before sigmoid; d) Middle Fusion: c is scaled to the hidden size and added after each layer.

E, and the species identifier y, covering a limited set of S spe-
cies. Since we extend this task to using remote sensing observa-
tions, we also include remote sensing images in the dataset. For
each sample location Li, we collect a satellite image Ii centered
at the given latitude and longitude, and of shape H ×W :

D = {((Li, Ei, Ii), yi), i ∈ N} (1)

The task at hand is then to predict the presence of the correct
species yi given the input context (Li, Ei, Ii). Importantly, due
to the high acquisition cost of presence-absence data, we strive
to propose a method leveraging presence-only data. To this end,
we choose to train on presence-only data and use our presence-
absence data for evaluation only. Therefore, at train time the
model needs to predict only the correct species observed in a
given location. At test time, multiple species can be present in
the same location, hence yi is a one-hot vector in the training
data, and a binary vector in the test data. Training a joint model
for many species allows for shared representations that offer
better performance than binary single-species models.

3.2 SINR

Before extending the task to the combined use of remote sens-
ing data, we detail the main elements of the original SINR ap-
proach of Aodha et al. (2019) and Cole et al. (2023).

Feedforward architecture In SINR, a stack of residual blocks
{Rj , j ∈ {1, ..., D}} processes the combined geo-location L
and environmental embedding E, where the output of layer j
for sample i is hj

i = Rj(h
j−1
i ) + hj−1

i . A linear layer then
projects the last embedding to a vector of dimension |S| from
which per-species presence probabilities ŷ are obtained using
sigmoid activation.

Location encoding In SINR, the latitude and longitude of
each data sample is encoded into a four dimensional sine-cosine

embedding. For a given latitude and longitude (lati, loni), the
location embedding is obtained with:

Li = [sin(π loni), cos(π loni), sin(π lati), cos(π lati)] (2)

This vector representation can be further enriched with biocli-
matic variables into a vector [Li, Ei] ∈ R24 .

Training As explained earlier, one challenge of SDMs is the
fact that presence-only data does not integrate well with con-
ventional machine learning training losses, e.g., cross entropy
for classification. Cole et al. (2023) introduce a specific loss
LAN-full to address this issue. This loss assumes that no other
species than the observed one are present at the location, in ad-
dition to assuming no species being present at a location ran-
domly sampled from the dataset scope.

LAN-full(ŷ, yi) = − 1

|S|

|S|∑
s=1

[yis ∗ λ ∗ log(ŷs)

+ (1− yis) ∗ log(1− ŷs) + log(1− ŷ′
s)] (3)

The loss is based on two predictions from the model: ŷ for the
current observations location and ŷ′ for a randomly sampled
location. For each class in S, their predicted probability is re-
inforced if their label in yi is 1, and penalized otherwise. Their
predicted probability for the randomly sampled location is also
penalized regardless of their actual presence in that area as a
form of negative background sampling. The loss includes a hy-
perparameter λ that balances the presence versus absence con-
tribution to the final loss value.
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3.3 Sat-SINR

We now explain how we extend this framework to incorporate
satellite remote sensing observations.

Satellite image encoding In addition to the location and en-
vironment embeddings, Sat-SINR also takes the satellite image
Ii as input. The satellite image is first processed by a convolu-
tional encoder C into a 1-dimensional embedding ci of dimen-
sion dsat and becomes ci = C(Ii). For C, we rely on a simple
CNN design based on Higgins et al. (2016), containing multiple
convolutional layers followed by flattening and a series of fully
connected layers. The convolutional encoder is trained end-to-
end with the rest of the architecture.

Fusion strategy After encoding the satellite image into a one-
dimensional vector, we explore different ways of fusing that in-
formation with the location and environmental vectors. L and E
are considered the same modality. As portrayed in Figure 2, we
design multiple architectures following early, late and middle
fusion schemes:

• Early fusion concatenates all data sources into a single
embedding before pushing it through the network. We
choose to reduce the dimensionality of ci to R24 in order to
avoid dominating the location and environmental inform-
ation. This method allows for the network to correlate in-
formation from all data sources early in the process and
is the most common strategy employed in related remote
sensing applications.

• Late fusion, on the other hand, creates a separate predic-
tion for different modalities, merging them through addi-
tion at the last step before the application of the sigmoid
function.

• Middle Fusion is inspired by ControlNet (Zhang et al.,
2023), fusing the satellite data into the model after each
layer. This enables the model to keep the predictive power
of SINR while correlating the satellite information with
the location information throughout the network.

In our middle fusion scheme, the information coming from the
satellite image is fused with the other modalities throughout the
layers of the feedforward network. For a given sample i, let hj

i

be the hidden vector after applying the j-th residual block of the
network Rj . For each layer, we use a linear layer lj to project
the satellite embedding ci to a vector of the same dimension as
hj
i and add it residually before the following layer:

hj
i = Rj(h

j−1
i ) + hj−1

i + lj(ci) (4)

The trainable linear layer at each stage enables the model to
control the amount of satellite information that is fused at dif-
ferent stages.

We amplify this control by initializing both the weight and the
bias matrices to zero (Zhang et al., 2023). In that case, the first
prediction contains no satellite information. Once the weights
get updated, an increasing amount of satellite information flows
into the predictions.

Training In each of the three fusion architectures we pro-
pose, all components are trained end-to-end. We use the same
training loss as in SINR, with the important distinction of the
sampling for ŷ′ in the third summand of the loss term. In the
case of SINR, this location is sampled uniformly from the scope
of the dataset, which in their case is the whole world. Due to the
usage of satellite imagery, we cannot sample a random location,
as retrieving and pre-processing the satellite image is too com-
putationally expensive to do during training. We resolve this
by employing a random training sample along with its satellite
image as pseudo-absence data in place of a uniform sampling.

4. EXPERIMENTS

Figure 3. Left: A 1km by 1km square from the PO dataset in the
west of Zurich. Background from OpenStreetMap.

https://www.openstreetmap.org. Accessed 24.01.24. Right: The
RGB Sentinel-2 images associated with the Allium vineale L.

occurrence (dark red circle), a species of wild onion, whose stem
grows up to a meter tall.

4.1 Presence-Only Training Data

In this work, we adapt the GLC23 dataset (Botella et al., 2023b),
specifically the presence-only samples, using the public presence-
absence surveys as test data. The original PO dataset consists of
more than 5 million observations of 10k plant species covering
most of Europe (38 countries) with a heavy spatial sampling
bias favoring western Europe. The data is a mix of govern-
mental and research grade crowd-sourced observations collec-
ted between 2017 and 2021 downloaded from GBIF.
The original dataset has a strong class imbalance, with some
species occurring 4500 times and others only once. We follow
the method of SINR and remove all species with less than 10
observations and cap the occurrences per class to 1000, yielding
a dataset of 2 million observations of about 5.6k plant species.
Figure 3 highlights the sparsity and sampling bias of the data.
Due to the majority of the data being crowd-sourced, it mostly
consists of observations of plants that are directly beside or vis-
ible from easily accessible streets or paths, and observations
from artificially planted urban spaces. This dataset thus repres-
ents a rather anthropocentric impression of plant distributions.
The spatial distribution of the data is bounded between the lat-
itudes [34.5686, 71.1839] and longitudes [−10.4760, 34.5579],
which we use as maximum and minimum for the cyclical values
of the location embeddings.

4.2 Environmental and Satellite Data

Environmental context Similar to SINR, we use the Bioclim
2.1 and elevation data (Fick and Hijmans, 2017) at a resolution
of 1km as environmental representation of our location. The
bioclimatic data contains various metrics based on precipitation
and temperature across the year.

ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume X-2-2024 
ISPRS TC II Mid-term Symposium “The Role of Photogrammetry for a Sustainable World”, 11–14 June 2024, Las Vegas, Nevada, USA

This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
https://doi.org/10.5194/isprs-annals-X-2-2024-41-2024 | © Author(s) 2024. CC BY 4.0 License.

 
44



Satellite imagery We use pre-processed Sentinel-2 mosaics
from the Open Environmental Data Cube Europe3 as part of
the GLC23 dataset. Each image is the median Sentinel-2 value
across the whole year in which the species observation was re-
corded. The image contains the four 10m-resolution channels
RGB and NIR at a size of H×W = 128×128 pixels, thus cov-
ering an area of 1.28km ∗ 1.28km ≈ 1.64km2 centered around
the observation location (Figure 3 right). Using satellite images
thus increases the maximum predictor resolution of the model
100-fold compared to the environmental rasters.

4.3 Test Data and Metrics

The test data are 6k checklists filled out by botanical experts,
sampled between 2017 and 2021 in France and Great Britain
(excluding Northern Ireland), covering 2k plant species of which
nearly all appear in the training data. A survey contains on av-
erage 13 observed species, with a minimum of 1 and a max-
imum of 73. This change between training and test data both in
sampling and structure signifies a distributional shift that makes
the test task quite challenging. In the GLC23 challenge no team
on the leaderboard trained only on the PO data (Botella et al.,
2023b), and the only baseline fitted on the PO data was the least
performant. The top teams’ model performance plummeted in
an ablation study when removing PA data from their training
pipeline, proving once again how challenging the task of train-
ing on PO data only is.
We calculate two metrics over the test data to measure our mod-
els’ performance. In a first step, we define the 30 species with
the highest probability in our model predictions as present, and
all other species as absent. This is an arbitrary value, but yielded
the best scores in preliminary experiments. We experimented
with using a threshold to define presence from the probabilit-
ies, but this yields hundreds of present classes and thus does
not fit with the statistics of the PA surveys. It is left for future
work to apply a more ecologically sound interpretation to the
output probabilities. The first metric is the micro F1 - score:

F1 =
1

N

N∑
i=1

TPi

TPi + (FPi + FNi)/2
(5)

Where


TPi = Number of predicted labels truly present
FPi = Number of labels predicted but absent
FNi = Number of labels not predicted but present
N = Total number of test surveys

It calculates a trade-off between the precision and recall for
each survey and averages that value across the whole test data.
A second, more common metric in ecology is the receiver oper-
ating characteristic (ROC) curve, calculating precision and re-
call for a single species over all surveys with varying thresholds.
The areas under the resulting precision-recall curves are aver-
aged across all species. Macro ROC-AUC signifies an egalit-
arian average, with each species’ ROC-AUC value contributing
the same to the average. Weighted ROC-AUC, on the other
hand multiplies each ROC-AUC value with the support (num-
ber of occurrences in the test data), causing strongly represen-
ted species to have significantly higher impact in the metric than
little-sampled ones. Including both metrics allows to compare
the models performance for both abundant and rare species.

3 https://stac.ecodatacube.eu/. Accessed 24.01.24

4.4 Training Setup

Implementation details Training is done on a Nvidia T4 at
16GB. Runs are implemented with a batch size of 2048. The re-
sidual blocks are implemented as in Cole et al. (2023). The size
of SINR is kept consistent across all models, quadrupeling in
size compared to the original work with 8 layers of 512 hidden
size to allow for more information to pass through the network.
Dropout is reduced to 0.3. Hyperparameters are set based on
a intuitively guided grid search around the original SINR para-
meters in multiple iterations. Not all viable combinations are
exhausted due to computational constraints. The learning rate is
set to 0.0007 and λ to 2048. Each model is run up to four times
with different weight initializations to calculate the average and
standard deviation for the three test metrics. We furthermore
implement Logistic Regression (LogReg) by replacing SINR
with a single linear layer.

4.5 Creating Species Range Maps

Once trained, our model makes a point-wise prediction for any
queried location. To combine these into visually interpretable
maps, we sample our study area with a regular 502 times 408
coordinate grid. This results in a distance between samples of
about 10 kilometers along latitude, and roughly 3 to 8 kilo-
meters along longitude. For each grid point, we calculate the
location and bioclimatic embedding and pull a Sentinel-2 im-
age from the Ecodatacube in the same manner as outlined in
the GLC23 dataset to fit the structure of our training samples.
The model prediction is then calculated for each grid point and
mapped out. The maps thus created from the various runs for
one model are averaged to reach the final image. This method of
taking the average between multiple runs allows us to also cre-
ate a map of the standard deviation for each location as a simple
form of uncertainty quantification. The maps in Figure 1 and
Figure 4 are for Quercus Ilex (Evergreen Oak), as it happens to
be the lowest-index species present in the first presence-absence
survey used as test data, thus no cherry picking took place. This
oak appears 1000 times in the training data, and is native to the
Mediterranean and Atlantic coast, reaching into the inner parts
of France and Spain.

5. RESULTS

Numerical performance We show the main results of our ex-
periments in Table 1. Adding satellite images improves the per-
formance on all metrics, most notably the micro F1 - score.
Each of the Sat-SINR fusion methods achieves the best score
on a different metric, with late fusion showing the best cumu-
lative results, although the standard deviation across runs makes
the performance ranges overlap significantly. Middle fusion
slightly outperforms on the weighted ROC-AUC, while being
worse on the macro ROC-AUC. The trade-off for the signific-
ant performance improvement compared to SINR is a 30-fold
runtime increase. However, we note that runtime is dominated
by data loading, and a more efficient pipeline could help redu-
cing it. We carry out all following visualizations and ablation
studies with the late fusion version of Sat-SINR.

SDM prediction The resulting range map for Sat-SINR (Fig-
ure 4) highlights key advantages of this novel model design
and input modality. It has smoother contours compared to the
bioclimatic SDM while keeping a high level of detail com-
pared to the location-only version. This is achieved partly due
to confidence in areas far away from sample points, an effect

ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume X-2-2024 
ISPRS TC II Mid-term Symposium “The Role of Photogrammetry for a Sustainable World”, 11–14 June 2024, Las Vegas, Nevada, USA

This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
https://doi.org/10.5194/isprs-annals-X-2-2024-41-2024 | © Author(s) 2024. CC BY 4.0 License.

 
45



Table 1. Comparison of the baselines with the proposed architectures. All values are averaged over five runs. The macro ROC-AUC
takes an average over the ROC-AUCs of all classes, while weighted ROC-AUC takes the same average while weighting each class’s
ROC-AUC based on its occurrence count in the validation data. We additionally include the number of parameters in million and the

time for each model to converge. All metrics are listed as percentages.

Model Predictors Macro ROC-AUC Weighted ROC-AUC Micro F1 Parameters T to convergence

LogReg Loc + Env 70.77±0.01 66.58±0.05 3.33±0.23 251k 1.5 hrs
SINR Loc 73.98±0.08 71.00±0.02 3.23±0.70 9.4M 1 hr
SINR Loc + Env 76.62±0.07 73.16±0.01 4.48±0.17 9.4M 1 hr
Sat-SINR EF Loc + Env + Sat 78.53±0.06 74.99±0.01 7.01±0.20 9.7M 40 hrs
Sat-SINR LF Loc + Env + Sat 78.48±0.04 75.18±0.04 7.22±0.28 12.3M 30 hrs
Sat-SINR MF Loc + Env + Sat 77.51±0.05 75.19±0.02 6.90±0.13 12.8M 30 hrs

(a) Mean SINR SDM with location as input. (b) Mean SINR SDM with location and
bioclimatic variables as input.

(c) Mean Sat-SINR SDM with location,
bioclimatic variables and Sentinel-2 images as

input.

(d) Standard deviation SINR SDM with location
as input.

(e) Standard deviation SINR SDM with location
and bioclimatic variables as input.

(f) Standard deviation Sat-SINR SDM with
location, bioclimatic variables and Sentinel-2

images as input.

Figure 4. The resulting mean and standard deviation probability maps for Quercus Ilex (Evergreen Oak) when averaging four model
outputs. Sat-SINR shows the ability to generalize to areas without training samples (red circle). X-axis: longitude east, y-axis: latitude

north, colours: predicted probability of 0 (blue) to 1 (yellow), green dots: occurrences of the evergreen oak in the training dataset.

that can be attributed to the change in the sampling of ŷ′ in
the loss. In SINR, all regions regardless of training sample
density are penalized, while in Sat-SINR, regions are penal-
ized based on sample density due to the availability of satel-
lite images at runtime. Another effect of removing this penalty
for non-sampled areas is the model placing probability mass
in eastern Greece and western Anatolia, which are devoid of
training samples, but do in fact constitute fitting environments
for the evergreen oak. This higher confidence in non-sampled
areas can also be attributed to a strong signal from the satel-
lite image and bioclimatic variables. The map of standard de-
viation between different runs allows for uncertainty estima-
tion of each prediction, exposing the higher variability between
local model predictions in Sat-SINR. This increased uncertainty
hints at the ability of Sat-SINR to learn multiple plausible distri-

butions from the data, instead of arriving at the same boundar-
ies in each run. Furthermore, this higher disagreement between
local predictions does not impact the model performance on the
test data, as seen in the low standard deviations of the metrics in
Table 1. We leave it for future work to evaluate the calibration
of these uncertainties.

5.1 Ablation Studies

Modality mixes We test each combination of the three input
modalities considered in this work. The satellite-only model
is the late fusion model with the SINR embedding set to zero.
All other models including satellite images are late fusion Sat-
SINR. The results in Table 2 highlight the value of the satellite
images. The satellite-only model shows a performance similar
to combinations of Loc and Env, but significantly increases
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in performance when combined with either of the two. Yet
it still lags behind the combination of all three, especially on
the macro ROC-AUC. This experiment highlights the comple-
mentary nature of the information that the model derives from
the three predictors, as neither a satellite-only model nor SINR
show performance comparable to Sat-SINR.

Table 2. Modality contribution (average of five runs).

Predictors Macro RA Weighted RA Micro F1

Loc 73.99 71.01 3.92
Env 75.34 72.53 4.59
Sat 75.63 73.31 4.66
Loc + Env 76.63 73.17 4.48
Loc + Sat 77.41 74.62 6.89
Env + Sat 77.08 74.86 7.28
Loc + Env + Sat 78.48 75.18 7.22

Satellite image size We reduce the size of the satellite image,
keeping it centered around the observation (Figure 5 top). The
size reduction entails a marginal drop in performance across
all metrics. This shows that a large spatial context is not re-
quired for the model to extract relevant information for the task
at hand. This could be because the model is only focusing on
pixels close to the location of interest, or because it extracts
some properties of the local terrain that remain fairly similar
across a 1 kilometer stretch. We note that reducing the image
size could therefore lead to a better performance/runtime trade-
off.

Figure 5. The metrics when reducing the image size centered
around the occurrence (Top) and when reducing the amount of

training data (Bottom).

Training data impact We reduce the amount of training data
by randomly removing half of it up to five times (Figure 5 bot-
tom). This causes a significant drop in performance, with the
descent becoming slightly steeper in the low-data regime, even
though less datapoints are being removed. This near-linear pro-
gression implies that with fewer training samples, each samples
carries more weight, and we observe a diminishing return per
new datapoint added. Furthermore, we experiment with remov-
ing all training data in France (Table 3), reducing the training
dataset size by a third. France contains 73% of test surveys,
thus this ablation hints at the extrapolation abilities of the mod-
els to un-sampled, but suitable areas. In this setting, Sat-SINR
significantly outperforms SINR, highlighting its generalization
capabilities.

Table 3. The impact of removing all training observations in
France while retaining all test surveys in France.

Predictors Macro RA Weighted RA Micro F1

Loc 51.0 50.88 1.49
Loc + Env 60.19 49.83 2.76
Loc + Env + Sat 76.1 72.55 5.91

6. CONCLUSION

We proposed Sat-SINR, a satellite imagery extension to the
presence-only species distribution model SINR. Including satel-
lite imagery increases the performance on presence-absence sur-
veys in Europe and the resulting maps show novel characterist-
ics such as plausible extrapolation to under-sampled areas and
detailed yet smooth contours. Late fusion achieved the best
results overall, with a significant advantage on Micro-F1 and
a close second on the other two metrics. The experiments show
that satellite images are a valuable source of information even
under strong distributional shift between training and test data,
with the added benefit of generalizing to un-sampled areas. The
model can in practice be used with higher resolution satellite
data, which allows to identify individual plants instead of just
the surrounding environment.

It remains an advantage of non-satellite SDMs to naturally use
synthetic future scenarios as input, such as the precipitation and
temperature regime in a location modeled 100 years in the fu-
ture. But equally, simulations of the change of vegetation and
landscapes on a high resolution might be used as synthetic satel-
lite images to bridge this gap.

In future works, we believe that interesting contributions could
be made in trying to better handle the high imbalance of the data
at hand, and in leveraging the temporal dimension of satellite
data for better distribution modelling.
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