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Abstract: 

Brazil plays a crucial role in the global economy due to its significant contribution to the agricultural sector, particularly in coffee 

production, where it stands out as the largest producer and exporter of processed coffee. Various disturbances can influence coffee 

plants, causing abnormalities that can hinder their successful growth. Parameters such as plant height and canopy diameter play an 

essential role in assessing the health and productivity of the plants, reflecting their growth, development, and ability to capture 

sunlight. Additionally, height is also related to the balanced distribution of nutrients and water, providing valuable information about 

overall performance and the capacity for healthy production. In this regard, the application of methodologies involving remote 

sensing and machine learning algorithms has shown promising results in the rapid and safe acquisition of information about 

agricultural systems. This study evaluates different machine learning algorithms, using radiometric values from multispectral images 

obtained by remote sensing platforms as input datasets for estimating plant height and canopy diameter in coffee cultivation. 

The best performance was observed for architectures that showed lower RMSE and RMSE% values. For the plant height parameter 

(m), the RGB sensor exhibited the best performance using the Random Tree algorithm, with an RMSE (0.27) and RMSE% (8.80). 

For the canopy diameter (m), the sensor showed the best performance using the Random Forest algorithm, with an RMSE 

(0.15) and RMSE% (8.16). 

1. Introduction

Brazil plays a crucial role in the global economy due to its 

significant contribution to the agricultural sector, especially in 

coffee production, where it currently stands out as the largest 

producer and exporter of processed coffee. 

The Brazilian state of Minas Gerais (MG) produces over 50% of 

the country's entire coffee crop. The quality of coffee produced 

in Minas Gerais is globally recognized, making it the main 

export commodity of the agricultural sector in the state. 

Additionally, coffee production in the state is extremely 

important for generating employment in national agriculture and 

as a national source of income (EMATER, 2018). 

Various disturbances can influence coffee plants, causing 

abnormalities that can hinder their successful growth. Through 

regular monitoring of coffee plant development, Martinez et al. 

(2007) demonstrated that productivity and crop longevity are 

directly correlated with certain plant parameters, such as canopy 

diameter and plant height. 

Parameters such as plant height and canopy diameter play an 

essential role in assessing plant health and productivity. These 

parameters reflect plant growth, development, and the ability to 

capture sunlight. Moreover, height is also related to the 

balanced distribution of nutrients and water, providing valuable 

information about overall performance and healthy production 

capacity. 

However, it is crucial to emphasize that the sustainability of 

Brazilian coffee farming requires the adoption of responsible 

agricultural practices and precise methodologies. In this 

context, remote sensing has proven to be efficient in detecting 

changes in coffee plantations to obtain reliable and timely 

agricultural statistics for remote management of large areas in a 

non-destructive manner. 

In addition, advanced machine learning techniques are being 

used to create models that relate agricultural productivity to 

various factors that impact crop growth (Bocca and Rodrigues, 

2016). These techniques explore different variables to develop 

these models. 

Many studies have been conducted to evaluate parameters 

related to agricultural crops, both for monitoring and 

estimation, using data extracted from multispectral images 

through machine learning algorithms. These studies employ 

remote sensing to obtain detailed information on crop 

development, nutritional conditions, and the detection of 

diseases and pests, among other aspects (Pereira et al., 2022; 

Ndikumana et al., 2018; Wang et al., 2016; Arantes et al., 2021; 

Oliveira, 2022). 

The application of methodologies involving remote sensing has 

shown promising results in facilitating the rapid and secure 

acquisition of information about agricultural systems, as 

obtaining up-to-date and reliable data can be challenging given 

the spatio-temporal dynamics of these systems (Barros, 2021). 

In this sense, the correlation between information acquired 

through remote sensing platforms and parameters related to 

productivity offers benefits not only for large-scale predictions 

but also for understanding relevant aspects related to spatial 

variability of productivity in agricultural systems (Bernardes, 

2013). 

Given the context described, the main aim of this study was to 

evaluate the potential of different machine learning algorithms 

using radiometric values extracted from multispectral images 
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obtained through remote sensing platforms as input datasets for 

estimating coffee plant height and canopy diameter 

 

2. Materials and Methods 

2.1 Study Area 

The experiment was conducted in an area located in the 

municipality of Monte Carmelo-MG, in the Mesoregion of 

Triângulo Mineiro and Alto Paranaíba, with an approximate 

area of 15,113 m² and average altitude of 826 meters (Figure 1). 

The climatic conditions of the study area are classified as Aw, 

according to the Köppen classification, indicating a hot and 

humid summer and a cold and dry winter. 

 

 

Figure 1. Location of the study area. (A) Minas Gerais State 

(MG) in Brazil. (B) Monte Carmelo-MG, located in the 

Triângulo Mineiro e Alto Paranaíba mesoregion. (C) 

Experimental area, highlighted in red. 

 

2.2 Acquisition of agronomic parameters 

The experiment was conducted in a commercial plot with an 

area of 15,113 m2, cultivating Coffea arabica L. cv. Yellow 

Bourbon, since 2013. The spacing between rows in the area was 

3.8 m, and the spacing between plants within rows was 0.7 m. 

 

A randomized complete block design (RCBD) was adopted for 

the experiment, consisting of 5 blocks with 12 plots each. Each 

block was separated by two rows of coffee plants, and each 

experimental plot consisted of 32 coffee plants. Among these, 

the three central plants of each plot were evaluated, resulting in 

a total of 165 plants assessed. Both the experimental area and 

the plots and evaluated plants were georeferenced using 

coordinates obtained from a dual-frequency GNSS receiver 

model Hiper V (L1/L2) through the Real-Time Kinematic 

(RTK) positioning method. 

 

The plots were delimited using striped tape, clearly marking the 

beginning and end of each plot. For the three evaluated plants, 

small flags were fixed in the ground in front of the central plant 

to facilitate their location. Plant height (m) was measured from 

the base of the plant to the apical bud of the orthotropic branch, 

using a centimeter-graded aluminum fitting target and a 5-meter 

stadia rod. Canopy diameter (m) was measured from aerial 

multispectral images after geometric correction. The collected 

sample data were measured and evaluated on the same plants in 

all 9 assessments. After data collection, the values were 

tabulated, and the analyzed values correspond to the arithmetic 

mean of the three plants evaluated per plot. 

 

2.3 Acquisition of multispectral images 

During sample collection, an aerial survey was carried out using 

a Remotely Piloted Aircraft (RPA) model Phantom 4, equipped 

with two coupled cameras. The first camera (Complementary 

Metal Oxide Semiconductor sensor) integrated into the aircraft 

operated in the visible range of the spectrum, capturing images 

in Red (650 nm), Green (550 nm) and Blue (480 nm) colors 

(RGB), with a resolution of 20 megapixels and GSD (Ground 

Sample Distance) 1 cm per pixel (cm/px). The second camera, 

the Mapir Survey3W, contained the Red (660 nm), Green (550 

nm) and Near InfraRed (NIR, 850 nm) spectral bands (RGN), 

with a resolution of 12 megapixels and a GSD of 5,519 cm/px. 

In the DroneDeploy© software, the flight was planned with an 

altitude set at 100 meters, speed of 10 m/s, longitudinal and 

lateral overlap of 70%, and flight time of approximately 6 

minutes (Figure 2). 

 

After the flight, the orthomosaics were generated and 

georeferenced based on identifiable points in the field, using the 

Pix4D software, educational version. Finally, the orthomosaics 

were radiometrically normalized using the ENVI 5.0 software. 

 

 

Figure 2. Color compositions of the study area generated from 

images captured by the sensors (A) RGB (true color) and (B) 

RGNIR (false color). 

2.4 Construction of estimation models 

After data acquisition, table-format files were created 

containing the values of plant height, canopy diameter, and 

radiometric values extracted from the multispectral images. 

Shapefiles were created with vectorized polygons around each 
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plant evaluated in the field to extract average radiometric values 

using the Region of Interest (ROI) tool in ENVI 5.0 software. 

The radiometric values for each band were automatically 

extracted and calculated by the software itself, considering the 

mean values of the pixels within the vectorized polygons of 

each plot. 

 

This dataset was used as input data for the prediction models. A 

total of ten supervised classification algorithms available in the 

Weka 3.9.4 software library were trained: Linear Regression, 

Multilayer Perceptron Neural Network, Simple Linear 

Regression, SMOreg, M5Rules, M5P, Random Forest, and 

Random Tree. 

 

After several tests, the default adjustment parameters provided 

by the Weka 3.9.4 software were used for all algorithms. The 

training method employed was the Supplied Test Set, which 

utilizes an approach where a separate dataset, known as the test 

set, is provided by the user to evaluate the performance of the 

trained model. This test set generally contains data that was not 

used during the model training. A total of 55 samples were 

acquired, which were randomly divided into training sets, 

containing 80% of the data (44 samples), and a test set, 

containing 20% of the data (11 samples), using a supervised 

learning method. This choice was justified by the fact that there 

were no significant improvements in the prediction model's 

accuracy when experimenting with different adjustment values. 

To assess the relationship between the parameters and the 

radiometric values extracted from the images, two architectural 

structures were analyzed for constructing the prediction model: 

one using only spectral bands (RGNIR) obtained from the 

MAPIR camera, and the other containing only RGB bands 

obtained from the integrated sensor on the RPA. 

 

2.5 Machine learning algorithms 

The Random Forest algorithm, proposed by Breiman (2001), is 

a flexible technique for modeling high-dimensional data. It 

constructs multiple regression trees and calculates the average 

of their predictions. This algorithm uses kernels and nearest 

neighbor methods to weigh the predictions based on the 

weighted average of nearby observations. Unlike other methods, 

it uses data to determine which nearby observations receive 

more weight (Wager and Athey, 2018). For modeling using the 

Random Forest algorithm, the following network settings, 

proposed by the software, were applied: batch size of (100), 

number of iterations (100), and bag size percent (100). 

 

The Random Tree algorithm, used for performing classifications 

and regressions, combines the features of decision trees with 

randomness by constructing a forest of Random Trees, where 

each tree is built from a random subset of the training data and 

uses a random selection of features to make splits at the nodes. 

The final classification is obtained through voting or averaging 

the outputs of all the trees (Breiman, 2001). For modeling using 

the Random Tree algorithm, the following network settings, 

proposed by the software, were applied: number of attributes 

and maximum depth of trees (0), number of threads (1), and 

number of instances (1). 

 

The main difference between these algorithms is that 

RandomTree constructs trees by selecting a test based on a 

specified number of random features at each node, without 

applying pruning techniques, while RandomForest constructs 

Random Forests through the bagging ensemble of Random 

Trees. As it has multiple decision trees, it is less susceptible to 

overfitting than Random Tree (Witten and Frank, 2002). 

 

Regression analysis is a statistical technique used to investigate 

the relationship between variables. These algorithms assess the 

relationship between a dependent variable Y and independent 

variables X, represented by a mathematical model (Rodrigues, 

2012). For modeling using the Linear Regression algorithm, the 

following network settings, proposed by the software, were 

applied: batch size (100), and selection method set (M5). 

 

The M5Rules algorithm constructs tree-based models, where 

the leaves of traditional regression trees contain individual 

values, while in M5Rules, the leaves can accommodate 

multivariate linear models. This unique feature allows M5Rules 

to effectively handle tasks characterized by high dimensionality, 

involving a significant number of attributes (Quinlan, 2006). 

For modeling using the M5Rules algorithm, the following 

network settings, proposed by the software, were applied: 

number of rules (2), and number of instances per rule also (2). 

 

M5P uses decision trees to partition the data and linear 

regression models to estimate the values of the output variable 

at each leaf node, resulting in a flexible and interpretable model 

for regression problems (Quinlan, 2006). For modeling using 

the M5P algorithm, the following network settings, proposed by 

the software, were applied: number of iterations (0) and number 

of instances (4). 

 

Multilayer Perceptron neural networks are structured with an 

input layer, an output layer, and one or more hidden layers 

consisting of sectoral units or neurons. The input signal travels 

through these layers, one layer at a time (Haykin, 2001). Neural 

networks of this type use an error backpropagation algorithm, 

also known as the backpropagation algorithm, which uses a 

rule-based approach to adjust the weights in the network 

(Haykin, 2001). For modeling using the Multilayer Perceptron 

algorithm, the following network settings, proposed by the 

software, were applied: learning rate (0.3), momentum (0.2), 

and training epochs (500). 

 

Unlike other learning models, the Support Vector Machine 

(SVM) is based on the minimization of structural errors. This 

algorithm aims to create, from a dataset, a hyperplane that 

equally separates the closest data points of each class to achieve 

a maximum margin on each side of the hyperplane. Only the 

training data points from each class that fall on the boundary of 

these margins are considered for each hyperplane. These data 

points are called support vectors (Suárez, 2013). For modeling 

using the SMOreg algorithm, the following network settings, 

proposed by the software itself, were applied: batch size (100) 

and Polykernel as the kernel function. 

 

2.6 Evaluation metrics 

To compare the performance of the algorithms, the metrics used 

were RMSE (Root Mean Square Error) and RMSE% (relative 

root mean squared error) between canopy diameter and plant 

height for coffee plants, based on the average data from the 

RGN and RGB sensors. 

 

RMSE is defined by Equation 1, and RMSE% is defined by 

Equation 2: 
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where,     the estimated value 

   the measured value 

   the number of samples 

 

From the trained models, the ones that showed the best and 

worst performance were selected based on the average values of 

the Root Mean Square Error and relative root mean squared 

error, considering the difference between the observed and 

estimated variables for plant height and canopy diameter 

parameters evaluated in the experimental plot. 

 

3. Results and Discussion 

For the estimation of plant height, the RGB sensor showed the 

best performance using the Random Tree algorithm, with an 

RMSE (0.11) and RMSE% (3.45). The worst performance was 

observed for the RGN sensor using the multilayer perceptron 

algorithm, with an RMSE (0.27) and RMSE% (8.80) (Table 1). 

  

For the estimation of canopy diameter, the RGN sensor 

exhibited the best performance using the Random Forest 

algorithm, with an RMSE (0.15) and RMSE% (8.16). The worst 

performance was observed for the RGB sensor using the 

multilayer perceptron algorithm, with an RMSE (0,27) and 

RMSE% (14.52) (Table 2).  

 

Algorithms  Metric 
Sensors 

RGN RGB 

Linear Regression 
RMSE 0.19 0.14 

RMSE (%) 6.27 4.52 

Multilayer Perceptron 
RMSE 0.27 0.20 

RMSE (%) 8.80 6.45 

Simple Linear 

Regression 

RMSE 0.13 0.15 

RMSE (%) 6.27 4.85 

SMOreg 
RMSE 0.21 0.15 

RMSE (%) 6.92 4.79 

M5Rules 
RMSE 0.19 0.14 

RMSE (%) 6.12 4.52 

M5P 
RMSE 0.19 0.14 

RMSE (%) 6.19 4.52 

Random Forest 
RMSE 0.19 0.11 

RMSE (%) 6.25 3.65 

Random Tree 
RMSE 0.23 0.11 

RMSE (%) 7.54 3.45 

Table 1. RMSE (Root Mean Square Error) and RMSE% 

(relative root mean squared error) of the algorithms used to 

estimate the height of coffee plants, for the RGN and RGB 

sensors. 

Algorithms Metric 
Sensors 

RGN RGB 

Linear Regression 
RMSE 0.18 0,18 

RMSE (%) 9.82 9.52 

Multilayer Perceptron 
RMSE 0.18 0.27 

RMSE (%) 9.43 14.52 

Simple Linear Regression 
RMSE 0.18 0.19 

RMSE (%) 9.45 9.92 

SMOreg 
RMSE 0.18 0.19 

RMSE (%) 9.34 10.28 

M5Rules 
RMSE 0.17 .18 

RMSE (%) 9.19 9.52 

M5P 
RMSE 0.17 0.18 

RMSE (%) 9.19 9.52 

Random Forest 
RMSE 0.15 0.19 

RMSE (%) 8.16 10.19 

Random Tree 
RMSE 0.22 0.21 

RMSE (%) 11.59 11.14 

Table 2. RMSE (Root Mean Square Error) and RMSE% 

(relative root mean squared error) of the algorithms used to 

estimate the canopy diameter of coffee plants, for the RGN and 

RGB sensors. 

 

The Random Forest and Random Tree algorithms showed the 

best performances for estimating plant height and canopy 

diameter, respectively. The use of these algorithms in estimating 

biophysical parameters in coffee farming using remote sensing 

data offers significant benefits. Moreover, when applied to 

complex data such as remote sensing data, machine learning 

algorithms have shown varied and often positive performance. 

The complexity of these data, which includes high 

dimensionality and spatial variability, requires algorithms that 

can effectively handle such challenges. 

 

The Random Forest algorithm is capable of handling the 

complexity of remote sensing data and capturing interactions 

between variables, allowing for precise estimations. According 

to Biau and Scornet (2016), this algorithm stands out for its 

applicability in various prediction problems, requiring few 

tuning parameters and its ability to handle large real-world 

systems. Its main characteristics include simplicity, the ability 

to work with small samples, and the capacity to deal with high-

dimensional feature spaces. 

 

Random Tree is particularly suitable for handling remote 

sensing data due to its ability to handle multidimensional and 

complex features. When constructing a Random Tree, a random 

subset of the training data and features is selected, which helps 

handle the high dimensionality of geospatial data. Additionally, 

the randomness introduced in tree construction aids in 

controlling overfitting and increasing the model's generalization 

ability. 

 

The superior performance of the Random Tree and Random 

Forest algorithms compared to the Multilayer Perceptron can be 

attributed to the intrinsic characteristics of each algorithm and 

the nature of the data used. Decision trees, found in the Random 
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Tree and Random Forest algorithms, are simple and 

interpretable algorithms that capture nonlinear interactions 

between input variables. On the other hand, the Multilayer 

Perceptron, being a more complex neural network, requires 

careful tuning of hyperparameters and may be more susceptible 

to issues of overfitting and underfitting. Comparative studies 

have shown that tree-based algorithms tend to outperform 

neural networks in terms of accuracy and interpretability in 

certain problems (Breiman, 2001; Hastie et al., 2009). 

 

Additionally, the number of samples can also influence 

algorithm performance. In limited datasets, tree-based 

algorithms are less prone to overfitting, while neural networks 

may be more sensitive to scaling and data variability issues 

(Hastie et al., 2009). Therefore, it is important to consider both 

the characteristics of the algorithms and the size and quality of 

the dataset when selecting the most appropriate machine 

learning algorithm. 

 

In this study, an analysis is conducted on the use of data 

obtained from low-cost remote sensing sensors embedded in 

RPAs, along with machine learning algorithms, to estimate 

biophysical parameters related to coffee productivity. Numerous 

studies have been conducted to estimate these biophysical 

parameters, which are directly linked to plant productivity, 

using both linear and nonlinear regression models (Xavier et al., 

2006; Ramirez and Junior, 2010), as well as different machine 

learning algorithms (Zheng et al., 2022, Pereira et al., 2022). 

However, this research adopts an approach utilizing the 

radiometric reflectance values extracted from remote sensing 

images to estimate plant height and canopy diameter parameters 

in coffee plants. These parameters are essential for evaluating 

productivity in coffee farming. 

 

Sensors embedded in RPAs capture wavelengths in the visible 

(RGB) and near-infrared (NIR) regions. The sensors used for 

image acquisition vary in cost, depending on the number of 

bands they can capture. RGB sensors are the least expensive 

(Xie and Yang, 2020). 

 

Overall, the estimation of these parameters is often based on the 

extraction of vegetation indices from the data. However, each 

spectral band has important characteristics that can be beneficial 

for predicting these variables. The relationship between these 

vegetation indices and plant variables occurs due to the high 

absorption capacity of healthy plants in the visible region, 

especially in the blue and red bands, while the green band 

exhibits a peak of reflectance (Yang et al., 2017). In the near-

infrared region, high reflectance occurs due to the influence of 

internal leaf structures (Ollinger, 2011). 

 

For these parameters, no similar research was found for 

estimation. However, some studies have been conducted using 

the same machine learning algorithms and data acquired from 

remote sensing platforms to estimate parameters related to 

productivity in various crops, validating the potential use of this 

technology. 

 

Pereira et al. (2022) used machine learning algorithms to 

estimate biophysical parameters of coffee plants using 

vegetation indices generated from images acquired by RPAs. 

For the plant height and canopy diameter parameters, the 

Support Vector Machine algorithm showed the best 

performance with RMSE (0.1302) and RMSE% (7.7374), and 

RMSE (0.1128) and RMSE% (3.6929) compared to the other 

algorithms. Osco et al. (2020) attempted to estimate nitrogen 

content and plant height in corn plants using spectral bands and 

vegetation indices generated from multispectral images acquired 

by RPAs and machine learning. The Random Forest algorithm 

showed the best performance, with an RMSE of 1.9, and the use 

of vegetation indices as the input dataset significantly 

contributed to the model's performance compared to individual 

spectral bands.  

 

4. Conclusion 

The use of multispectral imagery combined with artificial 

intelligence-based algorithms has shown satisfactory results in 

estimating biophysical parameters in coffee farming. This 

approach provides an alternative way to obtain information 

about coffee crops, contributing to improvements in 

productivity. 

 

It is important to note that the results obtained are specific to 

the context of the study, considering the relatively small sample 

size evaluated. Therefore, further studies with larger samples 

are needed for more robust validation. Additionally, it is 

important to consider that results may vary depending on the 

characteristics of the study area, the types of sensors used, and 

the selected algorithms. 

 

Furthermore, it is relevant to highlight that remote sensing is a 

non-destructive technology, which means that information 

about plants and their characteristics can be obtained without 

causing direct harm to the studied environment. This approach 

offers several advantages, such as obtaining accurate data, 

continuous monitoring of crop development at different stages, 

and the ability to access remote or hard-to-reach areas. 

 

In conclusion, the results of this study demonstrate the 

effectiveness of machine learning algorithms combined with 

remote sensing in estimating biophysical parameters, providing 

valuable information to enhance agricultural management and 

support strategic decisions in plant production systems. This 

approach represents a significant advancement in the field of 

crop monitoring and contributes to the development of more 

precise and sustainable agricultural practices. 
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