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Abstract

Poverty remains a persistent global challenge, that affects millions worldwide and hinders sustainable development goals. Poverty
related data is traditionally collected by an on-the-ground household survey which is conducted once in a few years. Unfortunately,
in India, the reach of this conventional data collection method has many limitations, and it is costly, time-consuming, and laborious.
The study will assist in identifying areas of poverty and also the levels of poverty which will help policymakers in creating policies
that will improve such areas. The research leverages a rich variety of data sources which includes satellite imagery, geospatial data,
socio-economic surveys and Point of Interest (POI) data. To extract meaningful patterns and correlations within this diverse dataset,
various machine learning and deep learning algorithms such as Decision Tree Regressor, Random Forest Regressor, Convolutional
Neural Networks (CNNs) and Multi Layer Perceptron (MLP) are employed. With the help of Random Forest Regressor, the study

was able to estimate the poverty at village/town level with a R2-score of 0.778.

1. Introduction

Poverty is a complex and persistent issue in India. For gov-
ernments and humanitarian groups to monitor the advancement
of bettering livelihoods, accurate local-level poverty measuring
is a crucial responsibility. Poverty mapping is a crucial tool
that helps us understand where poverty is most severe and why.
By using geospatial data (Avtar et al., 2019) and deep learning
techniques (Aprianto et al., 2022, Babenko et al., 2017, Jean
et al., 2016, Luo et al., 2022), we can identify areas in need
and create targeted solutions to reduce poverty and improve the
lives of those who are most vulnerable.

Poverty mapping relies on various data sources, including
household surveys and census data. Data on income, educa-
tion, healthcare access, and housing conditions are collected
to assess the poverty levels in different regions. Satellite data
can be used for analysis, allowing researchers to track changes
over time and understand trends in poverty dynamics. Ma-
chine learning algorithms can efficiently process and analyze
vast amounts of data, enabling the identification of complex
patterns and relationships. GIS allows for the creation of in-
formative maps and visualizations, making complex data more
accessible and understandable. Using these methods is often
more cost-effective than conducting extensive ground surveys.

The primary objective of this study is to systematically identify
and map areas affected by poverty using a multi-faceted ap-
proach. To achieve this, a wide range of data sources and tech-
nologies are harnessed. Satellite imagery (Puttanapong et al.,
2022, Putri et al., 2023, Tingzon et al., 2019) can be used to
extract factors like vegetation index (NDVI), water availability
(NDWI), built up area (NBI), pollution levels (CO, SO2, NO2),
nighttime light intensity, and land surface temperature. Addi-
tionally, data can be extracted from OpenStreetMap (Lin Htet
et al., 2021, Puttanapong et al., 2022, Putri et al., 2023, Hu et
al., 2022) to identify key points of interest (POI) like schools,
hospitals, and markets, which are integral to assessing poverty.
Building footprint data will be used to estimate the number of
buildings which can also be used to predict poverty (Luo et al.,

2022, Ayush et al., 2020, Tingzon et al., 2019). Furthermore,
machine learning and deep learning models will be applied to
predict poverty levels at the district and village/town level based
on the collected data. Finally, visual maps are created that il-
lustrate poverty levels in different regions, providing a valuable
resource for policymakers and organizations to make informed
decisions for poverty alleviation.

2. Related Works

This section highlights related works which use satellite images
and geospatial data for extracting various features for poverty
prediction with the help of machine learning and deep learning
techniques. It gives an overview about the challenges involved
in developing this overall study.

High-resolution daytime satellite imagery was used to predict
local-level consumption expenditure using object detection to
generate poverty maps in Uganda (Ayush et al., 2020). In the
study, YOLOv3 model is trained using xView Dataset to detect
objects like building, passenger vehicle, truck, railway vehicle,
construction site, etc. from satellite images. Regression mod-
els like Gradient Boosting, Decision Trees and Linear Regres-
sion are trained with cluster level extracted counts of detected
objects as features for prediction of consumption expenditure
which is used to compute poverty statistics.

Various factors like the intensity of nighttime light(NTL), land
cover, vegetation index, land surface temperature, built-up
areas, and points of interest are considered to predict poverty
in Thailand (Puttanapong et al., 2022). The study states that
NTL acts as a proxy measure of level of economic activity in
a given area. Data was obtained from Google Earth Engine,
open cloud-based data storage and computing platform which
provides access to satellite imagery for free. Point Of Interest
(POI) data was obtained from OpenStreetMap. Among the 4
techniques used for prediction, Random Forest Regressor pro-
duced the best results.
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The work (Putri et al., 2023) proposes a novel approach to
generate poverty maps for East Java, Indonesia using machine
learning and deep learning approaches. The first approach in-
volves the use of multisource satellite images and point of data
utilising zonal statistics feature extraction. Indicators of poverty
derived from images include Normalised Difference Water In-
dex (NDWI), Normalised Difference Vegetation Index(NDVI),
Built-Up Index (BUI), Carbon nonoxide (CO), Nitrogen diox-
ide(NO?2), and Sulphur dioxide (SO2) for detecting economic
activity, LandSurface Temperature (LST), and Nighttime Light
(NTL) intensity. Google Earth Engine and OpenStreetMap
were used to collect and process the data. In the second ap-
proach, the deep learning architecture of Resnet-34 transfer
learning feature extraction is used to build the model from day-
time multiband and nighttime light intensity satellite images.
The CNN-1D model was determined to be the best model in
the first scenario and the Resnet-34 + MLP model to be the best
model in the second scenario.

The research (Tingzon et al., 2019) implemented an approach
using geospatial data including nighttime lights imagery, day-
time satellite imagery, OpenStreetMap data and human settle-
ment data for estimating socioeconomic indicators for Philip-
pines. They fine-tune a VGG16-based model to classify night-
time light intensity from satellite images. A ridge regression
model is used to map cluster-level features to socioeconomic in-
dicators. A fusion of OSM-Nightlights hybrid model achieved
better results.

The study (Hu et al., 2022) provides an approach to village-
level poverty identification using satellite imagery and geospa-
tial data. Their approach integrates high-resolution imagery
(HRI), Point Of Interest (POI), OpenStreetMap (OSM), and di-
gital surface model (DSM) data. HRI images are used for land
use classification. The time cost to the nearest facilities and ser-
vices combined with HRI, POI, and OSM is calculated. And
the the dispersity of village settlements is also used. Random
forest algorithm was used to model the relationship between
these variables and predict the poverty incidence as poor, me-
dium or wealthy.

The work (Babenko et al., 2017) estimates poverty directly from
high and medium resolution satellite images for Mexico. The
study uses satellite imagery provided by both Planet and Digital
Globe. Out of two CNN based architectures that were used,
GoogleNet architecture outperformed the VGG architecture.

A method that combines deep learning along with satellite im-
agery for poverty prediction was also proposed (Jean et al.,
2016). The study maps daytime satellite photos to equival-
ent nighttime light intensity levels using convolutional neural
networks. Poverty mapping estimation was done by applying
transfer learning Resnet-34 feature extraction on daytime satel-
lite data for five African countries - Nigeria, Tanzania, Uganda,
Malawi and Rwanda.

3. Methodology

The primary objective of this study is to systematically identify
and map areas affected by poverty using a multi-faceted ap-
proach. The study is composed of 4 different modules - data
collection and processing, zonal level feature extraction, model
training and poverty mapping as shown in Figure 1.
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Figure 1. System Architecture

3.1 Data Collection And Processing

Figure 2 describes the process for data collection and pro-
cessing. The Google Earth Engine API is used to access the im-
ages from various satellites. These images are then processed to
mask out the clouds. For performing cloud masking, the band
with cloud information is chosen and the bits with clouds are
masked out. After performing cloud masking on the required
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Figure 2. Data Collection And Processing

images, the proper bands are selected and composed to get the
required features.

The bands used from each of the satellite sources to obtain the
respective features are mentioned in the Figure 3.

Imag.e Resolution Features Bands
collection
60m NDVI Band 4 (red), Band 8 (NIR)
Sentinel 2 spatial resolution NDBI Band 3 (Green), Band 8 (NIR)
P NBI Band 4 (red), Band 8 (NIR), Band 11 (SWIR)
co CO_column_number_density
Sentinel 5P slgisa.lzr:ecﬁﬁon NO2 NO2_column_number_density
P S02 SO2_column_number_density
MODIS 1_’000 m . LST LST_Day_lkm
spatial resolution
750 m
VIRS spatial resolution NTL avgrad

Figure 3. Band Selection

The bands used for NDVI are bands 4(NIR) and 8(Red), for
NDWI bands 4(NIR) and 3(Green) are used and for NBI bands
8(NIR) and 11(SWIR) are used. While for LST and NTL, the
following bands are choosen - LST Day 1km and avg rad re-
spectively. The bands CO column number density, NO2 column
number density, SO2 column number density are used for get-
ting the CO, NO2 and SO2 respectively. Band Composition is
done for NDVI using the equation 1. Equation 2 is used for
calculation of NDWI. NBI is calculated using the equation 3.

NIR - RED
NDVI = NIR+ RED M

GREEN — NIR

NDWI = GrEEN + NIR 2)
SWIR % RED
NBI = — TR (€))

Cloud masking is needed for Sentinel-2 and MODIS images.
For Sentinel-2,the QA band ("QA60’) contains pixel quality in-
formation. Control Band (QC Day Band) from the input image,

containing information on pixel quality is used for cloud mask-
ing in MODIS. After taking the corresponding bands for the
respective satellite images,binary masks are defined for clouds
and cirrus using bitwise left shifts. By combining these masks
using the bitwiseAnd method, it identifies clear pixels with val-
ues of 0 in both masks. This binary mask is applied to the input
image to effectively mask out cloudy and cirrus-affected pixels.

For the district level, the state Tamil Nadu is chosen for the
study. There are a total of 32 districts according to the 2011
census. Data Processing is performed for each of these districts.
The processed images are then saved as tiff file.

For mapping poverty at the village/town level, the fol-
lowing districts-Kanchipuram, Nawada, Namakkal, Gadag,
Thiruvarur, Alrajpur, Bahraich, Srikakulam, Balrampur, Salem,
and Madurai are chosen.

3.2 Zonal Level Feature Extraction

After data collection and processing is done, the processed im-
ages are available to perform feature extraction at two different
zonal levels - district and village/town as shown in Figure 4.
For clipping the image to the required region, the shape file
for that region is used. The shape files are taken from the The
Socioeconomic High-resolution Rural-Urban Geographic Plat-
form for India (SHRUG) (Asher et al., 2021). The shape file for
specific regions is extracted with the help of QGIS software.
The features extracted from satellite images are NDVI, NDWI,
NBI, CO, NO2, SO2, NTL and LST.
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Figure 4. Zonal Level Feature Extraction

For feature extraction of each of the districts of Tamil Nadu, the
saved TIFF files are loaded into QGIS. For each feature, the cor-
responding TIFF files of all districts are selected and merged.
This is done for each of the features. The mean for the features
is obtained by using the zonal statistics tool available in QGIS.
The values are then exported and saved as a .xIsx file.

At village/town level feature extraction process for satellite data
we compute feature values for each region within a district. For
every region, the image is clipped to the specified area, and the
mean value for that region is calculated. Subsequently, the cal-
culated values for each region are stored in a dataframe. Finally,
the dataframe is saved as a .xIsx file, producing an output file
with the computed feature values for each region.
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Another set of important features, i.e the POI, which comprises
a huge number of important locations, can reflect the density of
economic activity and accessibility of a region. Features extrac-
ted from this are: Count of educational POIs, Count of health-
care POIs, Count of other POIs like banks, restaurants, hotels,
theatres, etc. The python osmnx module is used for accessing
OpenStreetMap(OSM) data. For district level, the total count
of POIs for each category within every district is calculated.
Meanwhile for village level, a centroid is taken and a fixed buf-
fer is created around it, representing the region. Within the buf-
fer zone of 2.5 kms, the OSM data points are filtered according
to the selected categories and the count of POlIs are calculated
for each category within the defined region. The result is a data-
set that provides region-specific information on the number of
health, education, and other POIs.

The feature Building count of a region is computed using the
Google Earth Engine Open Building dataset. After collecting
the dataset the region (AOI) is defined to get the building count
of it and the images are filtered based on this AOI. The count
is taken by choosing an confidence level (greater than 0.5) that
selects the buildings from the satellite images. To get the build-
ing count at the district level, the sum of building counts at the
village/town level of that district is taken.

3.3 Model Training

The features extracted previously - NDVI, NDWI, NBI, CO,
NO2, SO2, LST, NTL, various POIs and building count are
the independent variables. The poverty rate obtained from
SECC(Ministry of Rural Development, 2011) is the dependent
variable. The Figure 5 describes this module.

B

Extracted Features

l

Yeo Johnson transformation

l

Training and Testing data split

l

Model Training
DTR
RFR
CNN
MLP

l

Poverty estimation }

L

Figure 5. Model Training

Before training a model, the data is cleaned by removing null
values. After which it is transformed, and for this purpose Yeo-
Johnson transformation is used. The reason for using this trans-
formation is that it inflates low variance data and deflates high
variance data to create a more uniform dataset and can handle
negative values as well. This transformed data is then used
for model training. The data is split into training and testing
dataset. Decision Tree Regressor(DTR), Random Forest Re-
gressor(RFR), CNN and MLP are trained and tested using train-
ing data and testing data respectively.

The Convolutional Neural Network(CNN) architecture has
been developed using Keras. The layers used in showw in Fig-
ure 6. The initial layer, constitutes a 1D convolutional layer
with 128 filters, a kernel size of 3, ReLU activation, and L2 reg-
ularization applied to the kernels. Subsequently, a max-pooling
layer follows with the window of size 2. An additional convolu-
tional layer with 64 filters, a kernel size of 3, ReLU activation,
and L2 regularization. Another max-pooling layer further re-
duces dimensionality before the data is flattened to be fed into
a dense layer. Two additional dense layers are included, each
comprising 128 and 64 units respectively, with ReLU activation
and L2 regularization. The output layer uses L2 regularization.

1D Convolution (128)
Max Pooling
1D Convolution (64)

Max Pooling

Flatten layer
Dense layer (128)

Dense layer (64)

Dense layer (1)

Figure 6. Layers used in CNN Model

The Multilayer Perceptron(MLP) model was constructed using
a sequential architecture in Keras. The layers used is shown in
Figure 7. The first layer, comprises a densely connected layer
with 64 units and rectified linear unit (ReLU) activation func-
tion. The subsequent layer, is another densely connected layer
with 32 units and ReLU activation. Lastly, the output layer,
consists of a single unit. Once the models are trained, they are
used to make predictions regarding the poverty rate for each

region.
Dense layer (64)

Dense layer (32)
Dense layer (1)

Figure 7. Layers used in MLP Model

To analyze the performance, RMSE - Root Mean Squared Er-
ror, MAE - Mean Absolute Error and R2 score are then calcu-
lated for all the models and the one with less error rates will be
chosen as the best model.

3.4 Poverty Mapping

A poverty map is created for Tamil Nadu using QGIS. The
trained model is used to predict the district level poverty rates
which is used for visualization. These predicted rates are then
categorized into intervals of 5, and each interval is assigned a
color. Two layers are added - predicted poverty rate and actual
poverty rate along with a legend. Labelling is done for each re-
gion with district’s name and poverty rate for quick inference.

The creation of poverty maps for village/town level begins by
utilizing the best model trained among the random forest re-
gressor, Decision Tree regressor, CNN and MLP to predict the
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poverty rate for the input region. These predicted rates are then
categorized into intervals of 10, each interval has a specific col-
our thus effectively classifying them. The final step involves the
use of QGIS. Poverty map is generated for all the districts men-
tioned earlier at village/town level. There are two layers added
one with the actual poverty rate and the other with the predicted
poverty rate along with legend and appropriate labels.

4. Results and Discussions

Initially, data collection is done from multiple satellites using
Google Earth Engine APIL. Cloud masking is performed for
images derived from Sentinel-2 and MODIS and a sample is
shown in Figure 8.

Figure 8. Before and after cloud masking in Sentinel 2 images

Figure 10. NDVI for Kanchipuram

After selecting appropriate bands from images, various indices
like NDVI, NDWI and NBI and other factors are calculated
from satellite images as mentioned previously. Figure 9 shows

the cloud masked image for Kanchipuram which is used to cal-
culate indices. Figure 10, Figure 11 and Figure 12 are the visual
representations of the calulated NDVI, NDWI and NBI respect-
ively. Similarly the features - CO, NO2, SO2, NTL and LST
are also calculated for all the 11 districts.

Figure 11. NDWI for Kanchipuram

Figure 12. NBI for Kanchipuram

Figure 13 and Figure 14 visualizes the calculated village level
values for two features namely NTL intensity and NDVI re-
spectively for villages/towns of Kanchipuram. Similarly, other
features are also calculated for each district’s villages/towns.

Il 0.52-1.02
B 1.02-132
B 1.32-1.91
[J1.91-3.92
[]3.92-36.85

Figure 13. NTL for Kanchipuram - Visualization at Zonal Level
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Figure 14. NDVI for Kanchipuram - Visualization at Zonal
Level

POI data is extracted from OSM and building count is eval-
uated using GEE Open building dataset for each region. For
Kanchipuram region, the Figure 15 shows the various POlIs.

Other POI
Health POI
Education POI

Figure 15. Point Of Interest data for Kanchipuram

Figure 16 shows the buildings filtered based on confidence level
from Google Earth Engine Open Building dataset. The green
areas represent houses and the count of houses is eventually
taken using this for each region.

"~ J:;;EF

Figure 16. Building count data

The extracted features are then stored in a file - one for all the
districts of Tamil Nadu as shown in Figure 17, another for all
the villages/towns for various districts mentioned previously as
shown in Figure 18.

The obtained features are used to train the 4 models as men-
tioned earlier. Each model is trained and tested and the corres-
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Figure 17. Zonal level extracted features for Tamil Nadu
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Figure 18. Zonal level extracted features for Kanchipuram

ponding RMSE, MAE and R2 score are calculated with the help
of Equations 4, 5 and 6 respectively. The results are tabulated
and shown in Table 1.

RMSE(y,§) = 4)

SN i — il
i=o 1Yi " Yi
N

MAE(y,9) = (5)

(6)
Zf‘il (yl - g)Q

R2 score
0.699
0.778
0.755
0.749
0.514

Model
DTR
RFR
CNN
MLP
RFR

RMSE
11.843
10.178
10.701
10.832

1.446

MAE
7.944
7.077
7.552
7.604
1.202

Zonal level

Village/Town

District

Table 1. Evaluation metrics

On comparison, the Random Forest Regressor at the village
level resulted in a better R2 score which is 0.778 and the er-
ror rates RMSE and MAE are 10.178 and 7.077 respectively
which are less compared to others. Hence, this model is chosen
as the best one and proceeded with the next step - poverty map
generation at the village/town level. At the district level, Ran-
dom Forest Regressor produced an R2 score of 0.514, MAE of
1.202 and RMSE of 1.446.

Random Forest Regressor outperforms other models due to its
ability to handle complex relationships, robustness to overfit-
ting, ability to handle non-linear relationships,it’s scalability
and the ability to reduce the variance. By aggregating the pre-
dictions of multiple trees, Random Forests can capture com-
plex relationships between the input features and the poverty
rate which is crucial in the context of poverty prediction, where
various socio-economic and environmental factors may influ-
ence the poverty level in different regions. Random Forests are
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less prone to overfitting compared to individual decision trees
which they achieve by using random subsets of features for each
tree and averaging their predictions. This helps the model to fil-
ter out the noise and focus on the most important predictors of
poverty.

Decision trees tend to be less accurate than Random Forests
because they can easily overfit the training data, especially in
this complex dataset with many features it may struggle to cap-
ture the complexity of the relationship between predictors and
poverty. While deep learning models like CNNs and MLPs are
powerful in handling complex patterns in data, they may require
a vast amount of data to train effectively. Additionally, they
might not perform as well as Random Forests when the relation-
ships between input features and the target variable are not in-
herently spatial or hierarchical, as in the case of poverty predic-
tion where various socio-economic and environmental factors
play a role.

The poverty maps for Tamil Nadu and the districts - Kan-
chipuram, Nawada, Coimbatore and Purulia generated with the
help of QGIS software using the predicted values obtained with
the help of Random Forest Regressor.
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Figure 19. District level poverty map of Tamil Nadu

Figure 19 shows the actual and predicted poverty rates for each
district with the help of a random forest regressor model for
Tamil Nadu. As shown in the Figure 19, the poverty rates in
Tamil Nadu’s districts are less than 20%.
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Figure 20. Village/town level poverty map of Kanchipuram

Figure 20 shows the actual and predicted poverty rates with the
help of a random forest regressor model for Kanchipuram The
overall poverty in Kanchipuram is comparatively less. Kan-
chipuram is a well-developed district in Tamil Nadu.

Nawada is a district in Bihar, India. Nawada, like many other
districts in Bihar and across India, has faced many challenges

Actual Predicted

Poverty rate (%)
[Jo-10
[J10-20
[ 20-30
[ 30 - 40
[ 40 - 50
[ 50 - 60
I 60- 70
I 70 - 80
I 80 - 90
I 90 - 100

Figure 21. Village/town level poverty map of Nawada

related to poverty and underdevelopment. According to SECC,
Nawada has a poverty rate of 52.8% while Kanchipuram has a
poverty rate of 10.3% in the year 2011. Limited access to qual-
ity education, healthcare facilities, and basic infrastructure like
roads and electricity contributes to the perpetuation of poverty.
The lack of industries and job opportunities within the district
often leads to unemployment or underemployment among the
local population. Figure 21 depicts the poverty map of Nawada
at the village/town level. The predicted poverty rates of villages
and towns in Nawada are high when compared to Kanchipuram.
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Figure 23. Village/town level poverty map of Coimbatore

Two districts - Purulia in West Bengal and Coimbatore in Tamil
Nadu are tested at the village/town level to check how gener-
alized the model is. Figure 22 shows the visualization of the
poverty map of Purulia and Figure 23 visualizes the poverty
map of Coimbatore region at village/town level.

5. Conclusion

The study makes use of multi-source data from satllites and
geospatial systems to predict poverty rate at district and vil-
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lage/town levels across India. Different environmental and
socio-economic factors have been used. Machine learning and
deep learning techniques have been deployed to get the best
results.

The system was developed using tools and technologies such
as GEE API, OpenStreetMap API, Google Colaboratory Note-
book, and QGIS. The satellite images are collected with the
help of GEE API. The environmental features like NDVI,
NDWI, NBI, CO, NO2, SO2, LST and NTL are extracted from
the satellite image data. Point of Interest data is collected with
the help of osmnx package which is used to retrieve data from
OpenStreetMap. The count of education related, health related
and other POlIs is collected and filtered. Count of building is
also one of the features that is used.

QGIS is used to work with shape files for getting geometries of
region of interest. The features are extracted for each zone. This
data is split for training and testing. 4 different models were
used. It is found that the Random Forest Regressor model has
an R2 score of 0.778. Using this, we can estimate the poverty in
various regions and identify the most poor villages. The policy
makers can use this to frame necessary policies for the develop-
ment of such areas.
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