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ABSTRACT: 

 

Multispectral image registration is one of the most critical requirements to achieve reliable remote sensing goals such as change 

detection, image fusion, etc., due to providing complementary knowledge of the scene. On the one hand, this issue has always been a 

hot topic of research according to significant appearance differences, including geometric and nonlinear radiometric distortions. On 

the other hand, developing deep learning methods promises precise results in image processing and, in particular, image registration. 

It is no longer limited to low-level information structures, such as intensity and gradients. However, it is possible to provide more 

reliable results by extracting various high-level features and removing feature engineering. Therefore, we need extensive experiments 

in multispectral image registration to determine an efficient and robust method. To this end, this paper evaluates six well-known 

recently proposed learning-based feature descriptors, including LOFTR, TFeat, HardNet8, HardNet, SosNet, and HyNet, against 

geometric distortions within real multispectral images. Evaluations demonstrate the general superiority of the HardNet8 descriptor due 

to extracting high-level features within eight convolution layers. 

 

 

1. INTRODUCTION 

Deep learning methods have demonstrated promising results in 

the remote sensing and photogrammetry communities (Hosseiny 

et al., 2021), particularly image registration, which identifies 

corresponding entities within two or more images (Jiang et al., 

2021). Accordingly, multispectral image registration as a specific 

case has attracted the attention of many researchers due to the 

diverse representation of the same scene and yielding reach 

information (Zhu et al., 2019). Different spectral responses of 

terrestrial objects in different spectral bands cause nonlinear 

radiometric differences between these images. In addition, 

researchers tend to employ high-resolution images due to 

advanced image technologies (Yan et al., 2022). Despite the 

valuable detail provided by multispectral images, multiple 

serious factors challenge the image registration performances and 

subsequent remote sensing products. Accordingly, high-level 

structural measurements and highly robust and distinct features 

are required. Otherwise, a slight error prevents achieving reliable 

results. Therefore, the more accurately the matching process is 

performed, the more likely it is to achieve an optimal control 

points network, and the more efficient and practical future 

processing will be (Liu et al., 2018; Ma et al., 2019; Yan et al., 

2022).  

Image matching methods are categorized into area-based and 

feature-based approaches. Generally, the area-methods require 

an approximate corresponding location and a predefined window 

for each point to be matched. However, a drawback of these 

methods is the lack of geometric robustness. The inlier numbers 

will be dramatically decreased in the presence of rotation and 

scale distortions. Moreover, noise and complex radiometric 

differences could also diminish the registration performance (Li 

et al., 2019).  
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The feature-based framework consists of three stages: local 

feature detection and description, correspondence identification, 

and blunder detection (Sedaghat & Mohammadi, 2018). A 

feature detector is applied to each image in the first step to extract 

robust local features. The most popular approach relates to scale-

invariant methods, such as SIFT, which identifies three-

dimensional extremes in space and scale by creating an image 

pyramid based on the DOG function (Lowe, 2004). Accordingly, 

circular features with the same content can be computed within 

images with scale differences.  

Next, a descriptor vector is created to describe the area around 

the features extracted in a vector format. The designed descriptor 

created must be highly robust and distinctive. In other words, we 

need methods that effectively cope with geometric and 

radiometric distortions(Sedaghat & Mohammadi, 2019). 

Traditional methods employ intensity and gradient information. 

However, they fail to deal with significant illumination 

distortions  (Alcantarilla et al., 2012; Ojala et al., 1994). 
Recently, several studies have been conducted to increase the 

stability against radiometric variations of satellite images (Li et 

al., 2019; Ye et al., 2019). Despite the successful results in 

resampled images, the performance of many of these methods 

diminishes in the presence of significant geometric differences. 

These methods generally consider a universal criterion for 

encoding structural features and only within the primary scale 

image. Even in the case of circular detectors, if the designed 

descriptor is not scale-invariant, the shape property of the 

extracted features is practically ignored. 

The integration of these problems has attracted the attention of 

many researchers to utilize deep neural networks to achieve 

stable and accurate matching. The main principle is to deal with 

dramatic geometric and radiometric differences by taking 

advantage of high-level features and identifying sufficient and 
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reliable correspondences, especially in cases where handcrafted 

methods do not work appropriately.  

Various learning-based methods have been proposed for image 

registration, generally divided into area-based and feature-based 

frameworks (Jiang et al., 2021). Similar to handcrafted methods, 

the framework-based framework is more popular due to its high 

robustness against geometric differences. A popular idea could 

be detecting local features by handcrafted detectors such as the 

well-known SIFT. Next, the images will be encoded via deep 

features to calculate the descriptor vector (Mishchuk et al., 2017). 

Also, (Yang et al., 2018) correct matches are identified gradually 

with the help of a multiscale descriptor and the VGG retrained 

network. Due to the lack of accessible sufficient training data, 

some researchers have employed GAN networks to generate 

additional samples (Quan et al., 2018). Another application of 

these networks is to create simulated samples of multimodal 

images to reduce illumination variance (Wang et al., 2018). 

In addition to the lack of sufficient training data, geometric and 

illumination differences between satellite image pairs, especially 

multispectral pairs, are significant challenges for many 

algorithms. Many features have completely different spectral 

responses in various ranges of the electromagnetic wave 

spectrum; another issue is geometric distortions. Unlike 

conventional images, satellite images mainly consist of often 

have different directions and spatial resolutions. Such an issue 

defeats many traditional handcrafted methods and reduces the 

robustness and accuracy of many designed neural networks. In 

particular, many learning-based algorithms are defined for same-

size images. Another issue is processing time. A proper tradeoff 

between efficiency and robustness must be provided, considering 

that co-registered images are not the ultimate products in many 

applications. To this point, this paper evaluates various state-of-

the-art local feature descriptors against geometric distortions for 

multispectral image registration. Such a comprehensive 

evaluation is critical and helpful to carry out subsequent 

processing steps reliably and accurately. 

 

2. PERFORMANCE EVALUATION 

The major concentration of this study is to evaluate deep 

descriptors for multispectral image registration against geometric 

differences. Figure 1 illustrates the input images. All pairs are 

real multispectral images. They contain different land covers 

from urban areas with high buildings to the countryside, from low 

spatial resolution to high spatial resolution, and from the optical 

region of the electromagnetic spectrum to the infrared area.  

To provide a comprehensive evaluation, we employed a set of 

well-known state-of-the-art deep descriptors, including LOFTR, 

TFeat, HardNet8, HardNet, SosNet, and HyNet. Figure 2 

provides an overview of the designed pipeline. 
Except for the first descriptor, the remaining ones must be 

integrated with feature detectors. Accordingly, we first encoded 

the input images by SIFT detector based on the Gaussian scale 

space. The Gaussian scale-space, as a linear approximation of the 

diffusion function, extracts smoothed circular features. 

Therefore, in addition to scale invariance, it provides partial 

robustness against illumination variations. In the next step, the 

target image is rotated at angles of 30 and 60 degrees to reveal 

the capabilities of the selected descriptors against geometric 

distortions. The dominant orientation is assigned to each 

extracted feature employing the weighted directional histogram 

to achieve rotation-invariant matching and increase geometric 

stability. Also, we resized it to 0.5, 1.5, and 2 times the primary 

scale. 

 

Figure 3 illustrates the extracted features in different conditions.  

The feature-based methods are generally fully automated. As a 

result, the major drawback of the area-based pipeline will be 

solved. To achieve such a goal, an advanced strategy is needed 

that employs only specific image structures instead of all 

positions. Thus, in addition to fully eliminating the human 

operating effect, the matching efficiency will be increased. By 

taking advantage of such particular areas (i.e. the local features), 

only the image structures with high information content are taken 

into account. On this bases, the feature-based pipeline performs 

independently of the image intensities and achieves high 

robustness against complex radiometric differences. Another 

advantage is the possibility of extraction rotation and scale-

invariant features leading to conducting the image matching 

robustly (Sedaghat et al., 2011; Ye et al., 2018).  

 

In the next step, we computed the feature descriptors. The applied 

methods are as follows:  

 

 
Figure 1. Input image pairs. We utilized different real images to explore the employed methods' capabilities. Case a, b, c, and d are 

acquired by Sentinel2, Quickbird, ETM+, and IKNOS, respectively. 
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TFeat employs a triple cost function to identify local 

correspondences using convolutional neural networks. In this 

cost function, a strict mismatch patch selection strategy was 

considered within the cost function and used to train a shallow 

neural network. The proposed method promised an adequate 

computational time compared to conventional methods (Balntas 

et al., 2016).  

HardNet introduced a new cost function that outperforms the 

L2Net model by selecting the most similar mismatch patch 

within a training batch. The critical point is to reduce the 

calculation burden required to make the descriptor by 33%, 

which eliminates the descriptor vector calculation for the 

mismatch patches (Mishchuk et al., 2017).  

SosNet modifies the improved HardNet by adding the Second 

Order Similarity value Second-Order Similarity value (Tian et 

al., 2019).  

HardNet8 extends L2Net, HardNet, and SosNet designed 

convolutional networks. The designed network employs eight 

convolutional layers to extract higher-level features (Pultar, 

2020). 

LOFTR learns the essential features without employing any 

detectors. In the first step, both reference and target images are 

fed to an encoder-decoder network, which extracts (Coarse 

Level) and small scale (Fine Level) features. Next, a confidence 

matrix is computed by applying a matching module to the 

transformed features. The initial correspondences are identified 

using the L2 norm and a defined threshold. Eventually, final 

correspondences with sub-pixel accuracy are determined by 

considering local windows surrounding the initial 

correspondences within fine-level feature maps (Sun et al., 

2021).  

HyNet improves the L2Net architecture by adding a hidden layer 

and converting the common similarity to hybrid similarity (Tian 

et al., 2020). 

 

3. EVALUATION RESULTS 

This study considers precision and inlier numbers as matching 

criteria. The initial matches are identified by the mutual nearest 

neighbor method. Obviously, all the initial correspondences 

Input Image Pair
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to 0.5, 1.5, and 2 times the 

primary scale 
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Figure 2. An overview of the designed pipeline. 

 

  

  
Figure 3. extracted local features in various conditions within pairs a to d 
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could not contribute to the registration procedure. The extracted 

features must be refined as much as possible. Various methods 

have been proposed to refine the initial on this basis. The most 

well-known of which is RANSAC. In this method, the geometric 

relationship is estimated using random points. Eventually, the 

model with the most inliers will be considered.  

Here, the extracted features are initially refined due to the 

detector responses. Also, in the current stage, the mismatches are 

excluded using the fundamental matrix and DEGENSAC 

algorithm (Jin et al., 2021). The correct matches for LOFTR are 

identified according to (Sun et al., 2021). Eventually, the 

mismatches will be excluded using the fundamental matrix and 

DEGENSAC algorithm (Jin et al., 2021). The Implementation is 

carried out using the Kornia library. Figure 4 illustrates the 

correct matches for the rotation test. 

 

  

 

 

Figure 4. The number of identified inliers for the rotation test. 

The first row from left to right relate to cases a and b, and the 

second row from left to right relates to cases c and d, 

respectively. 

As can be seen, LOFTR has achieved better results in the original 

images, which indicates the highest robustness against 

radiometric differences. However, despite employing an 

advanced approach for encoding the images, its performance has 

rapidly deteriorated in the presence of rotation due to the lack of 

local feature detectors. HardNet8 surpasses other methods by 

using eight convolution layers and extracting more complex 

features among the remaining descriptors. Table.1 compares the 

architecture of HardNet and HardNet8. 

However, a high number of identified matches is not still 

satisfying. Inadequate stability is another factor that deteriorates 

subsequent processing. One may work with UAV images by 

software such as Pix4D or PhotoScan and tend to extract an 

extensive number of tie points. Although this may align images 

with insufficient overlapping, the accuracy of further processing 

will not be improved. A fundamental reason is the lack of robust 

identified features. To this point, we used the precision criterion, 

which is the number of correct correspondents to the total number 

of correspondences found by the matching algorithm. The higher 

precision, the higher the amount of stability. Figure 5 

demonstrates the highest precision of HardNet8, implying the 

highest achieved stability and distinctiveness.    

 

  

 

 

Figure 5. The precision values for the rotation test. the first row 

from left to right relates to cases a and b, and the second row 

from left to right relate to cases c and d, respectively 

As expected, assignment and applying the SIFT feature detector 

reveal rotation robustness effectively and prevent the matching 

performance from being diminished. Also, we provided a scale 

robustness test. Figure 6 indicates the inlier numbers. As can be 

seen, LOFTR is more resistant to scale differences compared to 

the rotation test. In many image pairs, LOFTR has extracted more 

inliers. Especially within high-resolution images of the second 

pair. The coarse-to-fine approach of extracting features at 1/8 and 

1/2 of the initial scale and feeding them to the transformer 

module provided extensive correct match numbers. However, 

according to Figure 7, other descriptors still achieved acceptable 

accuracy in many cases despite identifying lower correct 

correspondences. This issue implies the importance of feature 
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detectors. As expected, employing distinct structural regions 

instead of all positions improved the matching performance. In 

pixel-based methods, although a large number of 

correspondences are usually identified, many of these 

correspondences are unstable features due to geometrical 

differences. Applying the SIFT scale-invariant features preserves 

the matching distinctiveness and stability. Also, advanced image 

 

 

 
 

Figure 7. The precision values for the scale test, the first row 

from left to right relates to cases a and b, and the second row 

from left to right relate to cases c and d, respectively.  
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Figure 6:  the number of identified inliers for the scale test. The 

first row from left to right relate to cases a and b, and the second 

row from left to right relates to cases c and d, respectively. 
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Figure 8. visualization of correct matches identified by HardNet8.  The first row from left to right relate to pairs a and b, and the 

second row from left to right relates to pairs c and d, respectively. 
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simulation employing eight convolution layers at various scales 
caused HardNet8 to outperform the others.  
As previously stated, regardless of geometric differences, another 
challenge of multispectral images is the variation in the spectral 
signature of terrestrial features. Therefore, radiometric 
differences could also deteriorate the descriptor. It can be seen 
that all descriptors achieved appropriate radiometric robustness, 
which implies the superiority of feature engineering elimination 
and encoding the images to various and robust features. Apart 
from the LOFTR descriptor, which has detected many matches 
due to its pixel-based nature, among the other detector-based 
methods, the Hardnet8 descriptor is the most insensitive to 
radiometric differences. However, the strategies used in other 
methods, such as the second-order similarity in SosNet and 
hybrid similarity in HyNet, have also dealt well with the complex 
distortions. Generally, in methods based on deep learning, the 
researcher is more able to extract high-level features, effectively 
improving the matching performance of multimodal images. 
Figure 8 inspects the HardNet8 identified correct matches in 
multiple cases. As can be seen, sufficient inlier numbers are 
identified despite all various challenging conditions. 
 

4. CONCLUSIONS 

This paper comprehensively evaluated multiple well-known deep 
feature descriptors against geometric distortions for multispectral 
image matching. Results demonstrate the overall                                                                                                                                         
superiority of Hardnet8 due to extracting deep high-level 
structures. Moreover, employing SIFT scale-invariant detector 
and assigning dominant orientation to each feature maintained 
geometric robustness significantly. Also, in the case of lacking 
rotation and scale differences distortions, the LOFTR detector 
free descriptor obtains a great number of correspondences. 
However, the descriptor performance diminishes rapidly in the 
presence of geometric distortions.   
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