
FFT-BASED FILTERING APPROACH TO FUSE PHOTOGRAMMETRY AND 

PHOTOMETRIC STEREO 3D DATA 
 

A. Karami 1,2 *, M. Varshosaz 3, F. Menna 1, F. Remondino 1, T. Luhmann 4 

 

1 3D Optical Metrology (3DOM) unit, Bruno Kessler Foundation (FBK), Trento, Italy  - (akarami, fmenna, remondino)@fbk.eu 
web: http://3dom.fbk.eu 

2 University of Trento, Italy - ali.karami@unitn.it 

3 Geomatics Engineering Faculty, K.N.Toosi University of Technology, Tehran, Iran - varshosazm@kntu.ac.ir 

4 Institute for Applied Photogrammetry and Geoinformatics, Jade University of Applied Sciences, Oldenburg, Germany - 
luhmann@jade-hs.de 

 
Commission IV, WG IV/3 

 

 

KEYWORDS: Photogrammetry, Photometric stereo, High-resolution 3D reconstruction, Fast Fourier Transform (FFT), Fusion. 
 

 

ABSTRACT: 

 

Image-based 3D reconstruction has been successfully employed for micro-measurements and industrial quality control purposes. 

However, obtaining a highly-detailed and reliable 3D reconstruction and inspection of non-collaborative surfaces is still an open 
issue.  Photometric stereo (PS) offers the high spatial frequencies of the surface, but the low frequency is erroneous due to the 
mathematical model's assumptions and simplifications on how light interacts with the object surface. Photogrammetry, on the o ther 
hand, gives precise low-frequency information but fails to utilize high frequencies. As a result, in this research, we present a fusion 

strategy in Fourier domain to replace the low spatial frequencies of PS with the corresponding photogrammetric frequencies in 

order to have correct low frequencies while maintaining high frequencies from PS. The proposed method was tested on three 
different objects. Different cloud-to-cloud comparisons were provided between reference data and the 3D points derived from the 
proposed method to evaluate high and low frequency information. The obtained 3D findings demonstrated how the proposed 

methodology generates a high-detail 3D reconstruction of the surface topography (below 20 µm) while maintaining low-frequency 

information (0.09 µm on average for three different testing objects) by fusing photogrammetric and PS depth data with the proposed 
FFT-based method. 
 

1. INTRODUCTION 

Image-based three-dimensional (3D) reconstruction is a 
process of generating the 3D shape of an object from a set of 

2D images. In different fields, there is a raising need for very 

high-resolution 3D information for micro-measurements and 
quality inspection of object surfaces. Among the available 
image-based techniques, photogrammetry and PS have 
always been considered as successful, cost-effective, 

portable and flexible techniques in many applications, 
including cultural heritage (Remondino et al., 2016), 

industrial inspection (Ahmadabadian et al., 2019), and 
quality control (Karami et al., 2022a). However, each 

method has its own limitations. For instance, achieving a 
precise 3D reconstruction of highly reflective and textureless 
surfaces (Fig. 1) using photogrammetry remains a difficult 
task. This is because of the sensitivity of the method to the 

characteristics of the surface texture. Consequently, a noisy 
result on poorly textured objects is generally generated 
(Karami et al., 2022b; Ahmadabadian et al., 2019). 
On the other hand, photometric stereo (PS) derives a dense 

field of normals from a sequence of 2D images acquired 
under various illuminations. It is assumed that all surveyed 
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objects have a Lambertian surface and are lit from at least 
three distinct directions. PS is a primitive method that has 
been studied for decades, due to its simple concept and 
streamlined data collection. Unlike other triangulation-based 

techniques, PS has the benefit of preserving geometry 
information at a high frequency. However, its low frequency 
information is inaccurate as a result of its sensitivity to 
surface characteristics and the mathematical model used to 

explain how light interacts with an object's surface resulting 
in global deformation of the shape (Shi et al., 2018; Li et al., 
2020; Karami et al., 2021). 
 

  
Figure 1. Two examples of non- collaborative objects 

considered in this research. 
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1.1 Aim of the work 

The presented work aims to combine photogrammetry and 
PS depth maps to get detailed and precise 3D reconstructions 

of non-collaborative (i.e. shiny, texture-less, translucent, 

etc.) surfaces. The primary goal of combining two 
techniques is to overcome the constraints and limitations of 
one method by leveraging the strengths of the other, 
allowing the generation of complete and precise 3D 

reconstruction of optically non-cooperative objects. 

In PS depth map, inaccurate low frequencies are normally 
present due to several not-fulfilled assumptions of the PS 
mathematical model, such as ideal diffuse reflection with no 

shadow nor specularities on the surface, parallel illumination 
direction and orthogonal projection. But high frequency 
information is preserved with high accuracy regardless of 
these assumptions.  Photogrammetry, on the other hand, fails 

to exploit high frequencies when the assumption of ideal 
diffuse reflection with a well-textured surface is not 
satisfied, despite the fact that its low-frequency information 
is still reliable. Therefore, the paper proposes to fuse the high 

spatial frequencies of photometric stereo with low 
frequencies from photogrammetry in order to have accurate 

low frequencies and meanwhile keeping high frequencies. 
To do so, we convert both photogrammetry and PS depth 

maps to the Fourier domain, decomposing the 2D depth map 

into sine and cosine components where low and high 
frequencies could be distinguished/modified more easily. 
Then, we use a non-linear interpolation to remove inaccurate 

frequencies while keeping and fusing accurate high and low 
frequencies. 

The rest of the article is structured as follows. Section 2 
summarizes prior work on non-collaborative object 3D 

reconstruction using photogrammetry, PS, and their 
combination. The proposed integrated technique is described 
in Section 3. Section 4 presents and discusses the 
experiments and results of the proposed method. Finally, 

conclusions are reached are outlined. 

2. STATE OF THE ART 

In this Section, we are summarizing many research works 
related to the 3D measurement of optically non-collaborative 
objects (such as textureless, metallic, and shiny surfaces) 

into three different categories including multi-view stereo 
(photogrammetry), PS, and a combination of both 

approaches. 
Multi-View Stereo (MVS) is a photogrammetric-based 3D 

reconstruction approach offering low-cost data acquisition, 
automated image processing, and high accuracy in the 3D 

reconstruction of well-textured objects (Remondino et al., 
2014; Ahmadabadian et al., 2017). The MVS method has 

been used in various areas such as reverse engineering 
(Menna et al., 2010; Geng and Bidanda, 2017), medicine (De 
Benedictis et al., 2018; Kim et al., 2018), quality control 
(Gao et al., 2019), industrial inspection (Rodríguez-

Gonzálvez et al., 2017; Karami et al., 2022a) or 3D micro-
measurement (Atsushi et al., 2011; Lu and Cai, 2020). 
However, photogrammetric methods failed or produce noisy 
results in areas with textureless or repetitive textures, or 

significant illumination variations across camera stations. To 

address these challenges, prior studies focused on improving 
the visual texture of objects by projecting a known (Hafeez 
et al., 2020; Menna et al.,2017), random (Hosseininaveh et 

al.,2015; Ahmadabadian et al.,2017, 2019), or synthetic 

(Hafeez et al., 2020; Santoši et al.,2019) pattern onto the 
object, assuming that the surface is Lambertian. In the case 
of non-Lambertian surfaces with specular reflections or 

inter-reflection, different approaches such as cross 
polarisation (Nicolae et al., 2014; Menna et al., 2016), image 
pre-processing methods (Wallis,1976; Calantropio et al., 
2020), or spraying with powder (Mousavi et al.,2018; 

Pereira et al.,2019) have also been used to reduce the 
saturated area on the images. However, covering the 
reflective surface with white or colored powder might be 
impractical, especially with delicate cultural heritage 

measures or real-time 3D inspection. Furthermore, the extra 

layer may enlarge the object’s volume and smooth out 3D 
roughness and microstructures.  
Photometric stereo (PS) aims at recovering the surface 

normals of a static scene from a set of images captured under 
different light directions with a fixed camera position 
(Woodham, 1980; Shi et al., 2018; Abzal et al., 2019). PS 
can recover a very detailed topography of non-collaborative 

objects which is impossible using MVS approaches with a 
few images (Shi et al., 2018; Karami et al., 2021). However, 
the conventional PS (Woodham, 1980) is based on the ideal 

Lambertian reflectance model and analyzes per-pixel 

illumination observation variations. As a result, real-world 
objects with complicated reflectance geometry cannot fulfill 

the ideal Lambertian reflectance model, resulting in an 
inaccurate 3D model with global shape deformation (Shi et 

al., 2018; Abzal et al., 2018). Several works have been 
conducted to deal with non-Lambertian surfaces in which 
non-Lambertian reflectances were treated as outliers, such as 
techniques based on the RANSAC schemes (Mukaigawa et 

al., 2007), rank minimization (Wu et al., 2010), or median 
(Miyazaki et al., 2010). However, they assume that the 
majority of data meet the Lambertian distributions (Shi et al., 
2018; Cao et al., 2022). These approaches need a large 

number of input images and struggle with complicated non-
Lambertian surfaces with board shadowed regions or strong 
specularity. Some methods (Blinn, 1977; Cook and 
Torrance, 1982; Georghiades, 2003; Alldrin et al., 2008; 

Boss et al., 2020) also use different parametric or 
nonparametric models to model the light behavior when 
interacting with the non-Lambertian surfaces such as 
Torrance-Sparrow model (Georghiades, 2003), Cook–

Torrance model (Cook and Torrance, 1982), the Ward model 

(Goldman et al., 2009), or Blinn–Phong model (Blinn, 
1977). These advanced reflectance model-based approaches, 
however, are only applicable to limited types of materials 

(Shi et al., 2018; Cao et al., 2022). Most recently, learning-
based algorithms (Santo et al., 2017; Chen et al., 2020; Sarno 
et al., 2022) capable of approximating highly non-linear 

mappings have lately been used to handle complicated PS 

issues. However, the training process requires massive 
datasets specified for the particular cases, and there is still a 

gap between real-world and synthetic images, making 
generalization to complicated real-world objects 

challenging. 
Various researchers tackled the image-based 3D 
reconstruction of non-collaborative surface 3D 
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reconstruction through a combination of both 

photogrammetry and PS. Hernandez et al. (2008) use the 
silhouettes of the object to get accurate geometry 

information and combine it with PS to reconstruct 3D details 

for Lambertian objects. Weber et al. (2004) estimate 
geometry and reflectance continuously for objects with 
piece-wise smooth surfaces taking the advantage of 

multiview PS. Birkbeck et al. (2006) use a variational 
strategy to cope with non-Lambertian surfaces using a Phong 
reflectance model assuming that the light sources are 
calibrated and known. Ahmed et al. (2008) extract normal 

map and enhance geometry of the final model using 
calibrated lighting system and multi-view video. More 
similarly, Vlasic et al. (2008) proposed a high-resolution PS 
system with a carefully designed lighting structure to 

estimate the surface normals for moving objects. These 

works (Joshi et al., 2007; Li al., 2020; Karami et al., 2021) 
also focus on adding point light sources to traditional stereo, 
dealing with the assumption of parallel lighting direction and 

orthogonal projection. More recently, Ren et al., (2021, 
2022) combined the PS and sparse 3D points extracted using 
contact measurements with a CMM to generate high-
resolution surface topography. Although these systems have 

tremendously advanced metrology progress, they are limited 
to highly sophisticated labs and applications with unique 
metrological demands due to the high cost of the equipment. 

Other hybrid techniques based on the fusion of 

photogrammetry and PS (Park et al., 2016; Logothetis et al., 
2019; Li et al., 2020; Karami et al., 2021; Karami et al., 
2022a) have recently been proposed, with photogrammetry 

being used to minimize the global deformation produced by 

PS. 
However, some of these approaches are time-consuming 
and/or require special and expensive equipment, while some 

others require either accurate light-source calibration or 
careful illumination design making it difficult or unattractive 
for real-time 3D inspection of objects. 
Furthermore, most of the approaches apply assumptions and 

limitations to streamline and make the issue more feasible. 
As a result, their approach's application window is often too 
restricted, yielding them unstable and untrustworthy for 
practical industrial applications that must cope with a diverse 

set of objects, conditions, and environments. In contrast, our 

proposed approach (Figure 2) imposes none of these 
assumptions and constraints and, indeed, explicitly takes the 
depth map from both photogrammetry and PS and fuse them 

in frequency domain in which to remove PS low-frequency 
signals (inaccurate low-frequency; accurate high-frequency) 
and gradually replace it with corresponding 
photogrammetric low-frequency signals (accurate low 

frequency; inaccurate high frequency) to generate a reliable 
and high-detail 3D reconstruction of non-collaborative 
surfaces. 

 

 
Figure 2. General steps - presented in Section 3 - to fuse photogrammetry and PS data using FFT filter. A) acquire the images, 
B) generate depth using both photogrammetry and PS, C) transfer them to the FFT domain, D) Filter low frequency from PS 

and high frequency from photogrammetry, E) fuse them using a non-linear blending approach, F) apply inverse FFT to 

convert the fused depth back to spatial domain and convert the depth map to a point cloud. 
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3. PROPOSED SOLUTION 

Figure 2 shows a general overview of 3D integrated depth 
maps using the proposed method. The first step is to set up 

an automated data acquisition system to collect stack of 

images obtained under different illuminations from different 
viewpoints (camera stations). Then, after generating the 
depth maps using both photogrammetry and PS (Karami et 

al., 2021, 2022a), they are converted to Fourier domain using 
Fourier transformation decomposing each 2D depth map 
into its sine and cosine components. In this way it is more 
convenient to distinguish and modify low and high 

frequencies. In the Fourier domain, we first create a 
weighting plane to assign value to each pixel, and then we 
use a non-linear interpolation to eliminate incorrect 
frequencies while fusing accurate low and high frequencies. 

Finally, the generated fused depth maps are transferred back 
to spatial domain using an inverse Fourier transformation 
and then converted to 3D point clouds. 

3.1 Image acquisition system 

The suggested image capturing system (Figure 2A) is a 
modular system assembled from off-the-shelf optical 

breadboard components and 3D printed elements that are 

custom made. The system consists of four basic components: 
a single digital camera (A Nikon D3X DSLR camera with a 
resolution of 24 Mpx mounting an AF-S Micro NIKKOR 

60mm f/2.8G ED lens), 20 dimmable LED lights attached on 
four vertical poles, an object table (positioned nearly 50 cm 
from the objects and camera) to mount the object, and an 

Arduino microcontroller with electronic circuitry to 

synchronize the camera and LEDs.  
A close-range photogrammetry pipeline was used to 

calibrate the geometry of the lighting system (light locations 
with respect to a specified local coordinate system) and 

estimate the interior and exterior camera parameters. Five 
rigid square plates with eight imbedded coded targets 
(Figure 2A) were utilized for this purpose, and they were 
placed in the middle and corners of the main optical 

breadboard. Karami et al. (2022a) presented further details 
regarding the system's structure and the calibration 
procedure. 
To acquire images, once the object is placed on the turntable 

and the camera is fixed at the first station, the first LED is 
turned on for half a second, and then the camera takes the 
image. Once all other LEDs have been used in the sequence, 
the camera moves on to the following station. The process is 

repeated for all the viewpoints. Finally, at each viewpoint 20 
images are acquired (Figure 2B). 

3.2 Fourier transformation 

After the image acquisition, photogrammetric depth maps 
(Figure 2C) are generated using image pair captured from 

different stations (Karami et al., 2021, 2022a). On the other 
side, the PS depth maps (Figure 2D) are generated given the 
stack of 20 images taken only at one viewpoint and the 
known calibrated light direction (Karami et al., 2021, 

2022a). Afterward, both depth maps are transferred to the 
Fourier (or frequency) domain using FFT. For an image of 

size M×N, the two-dimensional Fourier Transform is 
expressed in Equation (1) 
  

𝐹(𝑝, 𝑞) =  ∑ ∑ 𝑓(𝑢, 𝑣) ∗ 𝑒 −𝑗(2𝜋/𝑀)𝑝𝑚𝑒−𝑗(2𝜋/𝑁)𝑞𝑛

𝑁−1

𝑣=0

𝑀−1

𝑢=0

 

(1) 

𝑝 = 0, 1, … , 𝑀 − 1 

𝑞 = 0, 1, … , 𝑁 − 1 

 

where  f(v, u)  = a 2D image in the spatial domain 

 𝐹(𝑝, 𝑞)= a 2D image in Fourier domain 
 

It should be noted that the exponential term is the basis 
function corresponding to each point F(p, q) in the Fourier 
space. 

3.3 Weighting plane 

Typically, the Fourier image is shifted in a way that F(0,0) 

is displayed in the center of the image. An image point's 
associated frequency rises with distance from the center. 
Thus, low frequency power is concentrated in a small area at 
the center of the shifted frequency plane, while high 

frequency power is displayed as one moves away from the 
center as shown in Figure 3. 

  
Figure 3. Two examples of photogrammetric (A) and 

PS (B) depth transformation in Fourier domain for 

Object 03. 

Therefore, we define a Gaussian weighting plane (W) using 

Equation (2), which assigns each pixel in the Fourier domain 
a weight between 0 and 1 based on its distance from the 

plane's center (Fourier image). 

𝑊 = 𝑒𝑥𝑝
−�̂�2

2∗𝑇⁄
 (2) 

�̂� =
𝑅 − 𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥−𝑅𝑚𝑖𝑛
 (3) 

 

where  W = Gaussian weighting plane 

 �̂� = the normalized radial from center of the image 
 T = shifting parameter  

This should be noted that Rp (Figure 2E) in the weighting 
plane, where allocated weight to both depths are equal, can 
be changed by modifying parameter T in Equation (2). This 

parameter must be set empirically depending on the dataset. 

3.4 Depth fusion in FFT domain 

To fuse both depths, a non-linear interpolation (Figure 2E) 
expressed in Equations (4) is used to generate a fused 2D 
depth out of the photogrammetry and PS depth maps. 
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𝐹𝑢𝑠𝑑𝐹 = 𝑊 ∗ 𝐹𝑃ℎ𝑜 + (1 − 𝑊) ∗ 𝐹𝑃𝑆 ∗
𝑇𝑜𝑡𝑎𝑙𝐹𝑃ℎ𝑜

𝑇𝑜𝑡𝑎𝑙𝐹𝑃𝑆

 

(4) 
𝑇𝑜𝑡𝑎𝑙𝐹𝑃ℎ𝑜

=  ∑ ∑ 𝐹𝑃ℎ𝑜 (𝑖, 𝑗)

𝑛

𝑗=1

𝑚

𝑖=1

 

𝑇𝑜𝑡𝑎𝑙𝐹𝑃𝑆
=  ∑ ∑ 𝐹𝑃𝑆 (𝑖, 𝑗)

𝑛

𝑗=1

𝑚

𝑖 =1

 

 

where 𝐹𝑃ℎ𝑜 = photogrammetric depth in Fourier domain  
𝐹𝑃𝑆 = photometric stereo depth in Fourier domain 

 𝑇𝑜𝑡𝑎𝑙𝐹𝑃ℎ𝑜
= frequency power for photogrammetry 

𝑇𝑜𝑡𝑎𝑙𝐹𝑃𝑆
= frequency power for photometric stereo 

 

With such interpolation, PS high frequencies are gradually 
replaced with photogrammetric low frequencies. As one 
moves away from the center, where the distribution of high 

frequency power is, the weighting trend progressively turns 

inverted. The weight assigned to photogrammetric 
frequency (Pho) drops to 0 while the weight assigned to 
photometric stereo (PS) rises to 1.  
The final step after fusing both depths is to apply inverse 

Fourier Transform to transfer the generated fused depth to 
spatial domain (Figure 2F). Successively, the depth is 
converted to 3D point cloud given the 2D depth map and an 
RGB image (Pan et al., 2016). 

4. EXPERIMENT AND RESULTS  

The proposed FFT-based fusion method was tested on three 
non-collaborative objects (Figure 4a- first column): a gold 

foiled surface shaped like a Euro coin, a metallic object 

featuring complex geometry, poor texture, and reflective 
surface and a two Euro coin.  
Three sets of multiple images (ground sample distance – 
GSD ≈ 37 µm) were taken from different stations, each one 

under 20 different illuminations using our image acquisition 

system (Section 3.1). 
Two different experiments were carried out to evaluate the 
accuracy potential of the proposed fusion method. The first 

test was accomplished to evaluate the accuracy of low-
frequencies obtained by proposed method (Section 4.1, 
Figure 4. The second test was performed to evaluate the 
potential of the proposed method to exploit the high 

frequencies (Section 4.2, Figure 6). 

4.1 Low frequencies evaluation 

To evaluate the accuracy potential of the proposed method 
in the low-frequency domain, 3D results achieved with PS 
(Figure 4b), photogrammetry (Figure 4c) and the proposed 

method (Figure 4d) were geometrically compared using 

available reference data.  
Since the photogrammetric 3D reconstruction's low-
frequency information is still trustworthy, it was utilized as 
reference data for object 01 (also due to the fact that a laser 

scanner 3D model was not available). 
 a) Object b) Photometric stereo c) Photogrammetry d) Proposed fused method 
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Figure 4. The result of the cloud-to-cloud comparison with reference data for photometric stereo, photogrammetry and 
proposed method on three non-collaborative objects. 
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To this end, a set of images taken from 30 different 
viewpoints was used. For object 02, a Hexagon AICON 
Primescan (Hexagon, 2022) with a nominal accuracy of 63 

m was used to acquire the ground truth data. For object 03, 
an Evixscan 3D Fine Precision (Evixscan, 2022) with a 

special resolution of 20 m was used. The generated 3D 

points were aligned to the reference data using the ICP 

technique (Besl and McKay, 1992) and the RMSEs of the 
Euclidean distances were measured and compared to analyze 
low frequency information. This geometric comparison 

allows to estimate possible global deformations of the 
recovered 3D shapes.  
The negative values of the legend (towards blue color) in 
Figure 4 indicates that the generated 3D surface is below the 

reference surface, while the positive values (towards red 
color) show areas above the reference surface.  

The quantitative analysis demonstrates that the proposed 
fusion method performs noticeably better than PS. For 

instance, the estimated RMSE of Euclidean distances for PS 
for objects 01 and 02 are 5.76mm and 2.4mm, respectively. 
On the other hand, values for the proposed method decreases 
remarkably for both objects to 0.14mm and 0.09mm, 

respectively, which was quite close the estimated RMSE for 

photogrammetry (0.07mm). This analysis demonstrates that 
the proposed integrated method maintained high frequencies 
while also improving low spatial frequencies. 

4.2 High frequencies evaluation 

Object 03 can be a good example to emphasize the proposed 
fusion method's capability for recovering microstructures on 
a surface while keeping the low-frequency information since 
its surface is very reflective, with very detailed structures. A 

small patch (2.5mm*3mm) on Object 03 (Figure 05a) was 
selected and measured with a non-contact 3D optical 
SENSOFAR scanner (Figure 5b) at 0.5µm resolution. Then, 

the reference data (Figure 5d) was compared to the same 

patch/area on the 3D data generated by the proposed method, 
PS and photogrammetry. To this end, the RMSE of the 

Euclidean cloud-to-cloud distances between the 3D points 
on the reconstructed and reference models was computed 
and compared using CloudCompare software (Figure 6). 

From the achieved results, it can be seen that the estimated 

RMSE for proposed method was less than 19 µm which was 
quite close to the PS with RMSE 15 µm. While the estimated 
RMSE for photogrammetry was almost two times higher 

(about 35µm) than the proposed method. The achieved 3D 
results indicated how the proposed method generate a high-
details 3D reconstruction of the surface topography quite 
similar to PS while preserving low-frequency information 

(Section 4.1) thanks to fusion of photogrammetric and PS 
depth measurements. 

5. CONCLUSIONS 

In this paper, we present a depth fusion method in frequency 

domain to take the advantage of photogrammetry and 
photometric stereo (PS) for recovering precise 3D 
reconstruction of non-collaborative objects. To this end, 2D 
depth maps are converted to the Fourier domain using the 

Fourier transformation, decomposing the 2D depth map into 

sine and cosine components, facilitating the differentiation 
and identification of low and high frequencies. To give a 
value to each pixel in the Fourier domain, a weighting plane 

first was established. Then, given the weighting plan and a 
non-linear interpolation, the wrong frequencies were 
removed while the accurate low and high frequencies were 

merged to generate a reliable and precise 3D reconstruction. 

Three different objects with different surface characteristics 
were tested and different comparative analyses were 

accomplished using reference data. The proposed FFT-based 
fusion method recovered high-resolution details with 

estimated RMSE below 20 µm quite close to photometric 
stereo results while inherited the geometric information (low 
frequency) from photogrammetry with the RMSE of less 
than 100 µm on these testing objects.

 
Figure 5. Reference data for high frequency evaluation. (a) A small area (letter R with dimension of 2.5 mm*3mm) on a two 

Euro coin (Object 03) was selected and measured. (b)  The SENSOFAR scanner with optical resolution of 0.5µm and (c) the 

12 overlapping scans to form the entire letter (R). (d) Final 3D model after alignment and co-registration of the scans. 
 

A) Photometric stereo B) Photogrammetry C) Proposed method 

   
RMSE:  15µm RMSE: 35µm RMSE: 19µm 

Figure 6. Evaluation results for the high-frequencies on Object 03: cloud-to-cloud comparisons using reference data for 
photometric stereo, photogrammetry and the proposed approach on the small 2.5mm * 3mm patch of the coin.  
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