
EVALUATION OF THE POTENTIAL OF AERIAL THERMAL IMAGERY TO GENERATE 

3D POINT CLOUDS

S. Alebooye *1, F. Samadzadegan1, F. Dadrass Javan1

1 University of Tehran, School of Surveying and Geospatial Engineering, College of Engineering, Tehran, Iran - (s.alebooye, samadz, 

fdadrasjavan)@ut.ac.ir 

Commission IV, WG IV/3 

KEY WORDS: Aerial Thermal Imagery, 3D Point Clouds, UAV, SGM, Key Frame Extraction, Camera Calibration 

ABSTRACT: 

This research evaluates the ability of thermal images obtained from aerial platforms to produce 3D point clouds. In this study, the 

thermal camera is first calibrated. Then, in order to avoid data redundancy, the key frames of the obtained thermal video are 

separated from other frames. Afterwards, the point clouds are generated and then the thermal ortho image is created from the key 

frames. The evaluation is done using visible orthophoto, ground control points and the linearity of the edges of buildings extracted 

from thermal images. The results of this study show that the thermal ortho image matches the visible ortho image with a good 

accuracy in the study area. Moreover, the standard deviation of the edges of the buildings has been calculated for a number of 

reconstructed buildings in thermal ortho with proper dispersion. 77% of the measurements taken from the edges of the buildings 

coincide with a straight line with an accuracy of better than two pixels, and about half of these values are extracted with an accuracy 

of better than a pixel. 

1. INTRODUCTION

3D reconstruction refers to the process of obtaining the shape 

and structure of an object through the processing of photos or 

videos captured from that object. The reconstruction of various 

urban features such as buildings, or natural features in the form 

of 3D models has been studied in sciences such as computer 

vision and photogrammetry for a long time. Nowadays, the 

emergence of digital cameras with high resolution has leaded 

many researchers to conduct their studies in the field of 

automatic imaging systems. 

Visible cameras are known as standard imaging tools; however, 

they have limitations when utilized. The storage of colors and 

the ability to see objects and features requires an energy source 

such as the sun or an artificial light source. Therefore, the main 

problem when working with visible cameras is that the quality 

of the images taken depends on the brightness of the 

environment; the intensity of this brightness, its direction, the 

balance in colors and such factors can be challenging. 

Moreover, no image can be taken in complete darkness. To 

solve imaging problems with visible systems and also to add 

other information to the captured images, other sensors have 

been introduced. Thermal cameras are passive sensors that can 

capture the infrared rays emitted by all objects with a 

temperature above absolute zero and do not require any external 

energy source. 

This type of camera was initially introduced as a tool for 

surveillance and night vision and for military applications (Gade 

and Moeslund, 2014). Over time and with the 

commercialization of their technology, cheaper thermal cameras 

were introduced for civilian applications. Today, aerial thermal 

images obtained from unmanned platforms are used in many 

fields: from managing water resources and forest health 

monitoring to discovering and tracking objects on the surface of 

the oceans and discovering and tracking pedestrians and 

vehicles, building energy modeling and similar applications 

(Leira et al., 2015, Smigaj et al., 2015, Ma et al., 2016, Cho et 

al., 2015). Furthermore, fusing thermal and visible imageries 

has been investigated in order to precise 3D extraction of 

building roofs (Dahaghin et al., 2021). 

In many of these applications, thermal data have been obtained 

with the help of unmanned aerial platforms. For example, 

thermal and multispectral remote sensing using unmanned aerial 

platforms have been used to monitor and investigate vegetation 

in research (Berni et al., 2009). Pedestrian detection and 

tracking in low-resolution thermal images in (Ma et al., 2016) is 

another application of thermal data from unmanned platforms. 

In the German Space Agency (Pless et al., 2012), the production 

of orthophoto and 3D surface model has been done using 

thermal imaging. In this research, two thermal cameras with 

cooling detectors were used and the calibration of these cameras 

was taken into consideration. In the research (Pech et al., 2013) 

multi-temporal thermal orthophoto has been produced for 

spatial analysis of temperature distribution. Another research 

(Lagüela et al., 2014) has produced a 3D model of buildings in 

which geometric and thermal information are used together; in 

this research, oblique thermal images are used. In the research 

(Mouats et al., 2015), stereo thermal cameras were used for 

visual odometry. Moreover, 3D reconstruction with the help of 

these images has been investigated and the performance similar 

to the visible band has been achieved. 

Considering the importance and application of thermal data, as 

well as the importance of 3D modeling in photogrammetry, this 

research will evaluate the ability of thermal images obtained 

from aerial platforms to produce 3D point clouds. In fact, at first 

aerial thermal videos are taken and their key frames are 

processed to produce a 3D model. 

2. DATA AND STUDY AREA

The study area of this research is Charmshahr in the suburbs of 

Tehran. This area was chosen in such a way that it includes 

vegetation, buildings, roads, cars and various features in order 

to evaluate the ability of thermal images to reconstruct each of 

these types. An image of the location of this area is shown in 

Fig. 1. 
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Figure 1. Study area located in Charmshahr 

 

The sensor used in this research is a thermal camera that can be 

installed on the UAV system. In this research, thermal video 

was taken from the target area. The camera is installed 

transversely and perpendicularly to the flight path of the drone 

to provide the required transverse coverage. The important 

characteristics of this thermal camera are shown in Table 1. 

 

Parameters Values 

Thermal resolution 640*480 pixels 

Focal length 25 mm 

Thermal sensitivity C◦ 30-0.03 

Detector Uncooled Focal Plane 

Array (UFPA) 

 

Table 1. Main characteristics of the used thermal camera 

 

 

The data obtained from the study area is in the form of strips of 

consecutive frames. Some of these images are shown in Fig. 2. 

 

3. METHODOLOGY 

The proposed method for evaluating the ability of UAV-based 

thermal images to generate 3D point clouds is shown in the 

flowchart of Figure 3. 

 

 
Figure 2. Some of the frames taken from UAV platforms 
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Figure 3. Flowchart of The Method 

 

 

 

3.1 Calibration of Thermal Camera 

The designed calibration pattern is rectangular in dimensions of 

24 x 44 cm2, including 28 circles with 20 mm diameters that are 

separated by 50 mm intervals. Moreover, there are 4 circles in 

the form of coded targets in order to determine the justification 

of the calibration pattern. This screen is made of flex material so 

that, in addition to being light, it can retain heat for the duration 

of the image acquisition. To create circles in it, the laser cutter 

is also used. Figure 4 shows the image of the designed 

calibration pattern. 

 

 
 

Figure 4. The imaging network for calibrating the thermal 

camera 

 
Several images were taken from different stations and a photo 

was taken at each station by rotating the camera 90 degrees. 

Imaging with a thermal camera was done while the desired 

pattern was placed on a bright monitor. In order to achieve the 

features of calibration, the centers of the circles should be 

extracted. Since the image of circles is recorded as an ellipse 

due to lens distortions, in this section the ellipse extraction 

algorithm is implemented based on the duality property of 

ellipses in (Ouellet and Hébert, 2009). The results of the 

implementation of this method can be seen in Fig. 5. 

 

 

 
 

Figure 5. An example of extracting calibration features (centers 

of circular targets) for a thermal camera 

 

In this research, the mathematical basis of the calibration 

process is the use of the central aperture camera model, and the 

camera distortion parameters are also taken into account. This 

recommended calibration pattern works well for the calibration 

of this camera. 

 

3.2 Keyframe extraction from thermal videos 

In order to extract key frames, bluM criteria is first applied to 

all frames (Crete et al., 2007). The threshold for this criterion is 

0.5. This means that frames with bluM greater than 0.5 are 

considered blurry and are removed from the candidate frames. 

In the following, the criteria related to appropriate overlap 

between frames, appropriate baseline and GRIC criteria 

(Ahmed, 2009) are applied on the candidate frames. In this 

study, 2135 key frames are extracted. 

 

3.3 Initial 3D reconstruction 

In this part, the approximate external orientation elements are 

calculated for all frames that have cumulative errors and scaling 

ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume X-4/W1-2022 
GeoSpatial Conference 2022 – Joint 6th SMPR and 4th GIResearch Conferences, 19–22 February 2023, Tehran, Iran (virtual)

This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
https://doi.org/10.5194/isprs-annals-X-4-W1-2022-57-2023 | © Author(s) 2023. CC BY 4.0 License.

 
59



 

between transitions. Furthermore, the presence of radial 

distortion in the camera causes errors in 3D reconstruction. 

After calculating the initial elements, the process of calculating 

the final elements and extracting the ortho image is done on the 

data, the results of which are stated in the next section. 

 

3.4 Generating dense point cloud from aerial thermal 

images 

In order to perform dense matching, the semi-global matching 

algorithm is used (Hirschmuller, 2005). In this method, image 

matching is done on a pixel scale with good accuracy by 

optimizing the path based on the global cost function. 

Moreover, in this method, several baselines can be used and the 

information related to the point clouds of a region can be 

combined and as a result point cloud with more accuracy and 

better quality is prepared. The execution time of this method is 

lower than other methods and therefore it is more suitable for 

online applications. The evaluations performed on this method 

show that SGM is a stable method against radiometric changes 

that have been occured in the images for various reasons 

(Mohammadi and Samadzadegan, 2013). All the mentioned 

advantages make this algorithm useful for matching in this 

study. Stereo matching algorithms usually consist of four 

stages: calculation of matching cost, combination of matching 

costs, depth image calculation (solving of optimization 

problem) and depth image correction. The two-dimensional 

energy function used in the semi-global matching algorithm is 

shown in Equation (1): 

 

1 2( ) ( ( . ) [| | 1] [| | 1])
P P

P P q P q

p q N q N

E D c p D PT D D PT D D
 

= + − = + −   
 

(1) 

where p is the position of the pixel, D is its parallax and c(p.Dp) 

is the cost for that pixel P1 and P2 are respectively penalty terms 

for costs whose parallax value differs from the parallax of the 

central pixel by one unit or more than one unit. T is also a 

logical operator whose value is 1 for accuracy and zero 

otherwise. The ortho image generated with the help of this 

algorithm can be seen in Fig. 6. 

 

3.5 Evaluation Method 

In order to quantitatively evaluate the results, two different 

methods have been used. 

 • The first method:  In this method, with the help of existing 

thermal and visible orthophotos, a number of sharp and specific 

points have been selected as control points and check points. 

Fig. 6 shows the position of control points and check points in 

the entire region. 15 points were used as control points and 15 

points were used as check points. 

 

In order to create a connection between the control points in the 

thermal and visible ortho image, the coefficients of a 

transformation equation should be obtained with the help of the 

control points. In this study, the best equation that can establish 

this relationship is a quadratic rational equation. In our tests, 

projective equations, first degree polynomial and second-degree 

polynomial have also been tested and it was observed that the 

second-degree rational equation models the relationship 

between two ortho photos better than other equations. The 

equation is shown in relation (2). 
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where, X and Y correspond to ground coordinates or visible 

image coordinates and x and y correspond to thermal image 

coordinates. By placing the coordinates of the check points on 

the left side of these equations, the calculated X and Y values are 

obtained. These calculated coordinates are compared with the 

measured coordinates from the check points and the accuracy is 

estimated using the RMSE and STD statistical criteria: 
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(4) 

 

In Equations (3) and (4), dri is the error related to the check 

point and μ is the average error of all check points. 

• The second method: A number of the sides of the buildings in 

the thermal ortho photo have been selected and the accuracy of 

the points of these lines has been estimated. Doing this test, we 

can understand how well the lines in the thermal ortho photo are 

fitted. On each of the sides of the buildings five points are 

selected and a line is fitted to these points using the least 

squares method. Then, the distance of each of these points from 

the fitted line is calculated. Therefore, for each line, there will 

be five values of distances from the line. The standard deviation 

of these values is considered as the accuracy of line fitting. The 

smaller the standard deviation, it indicates that the side of the 

building was more similar to a straight line. 

 

 
 

Figure 6. Generated ortho thermal image and the position of 

control (red) and check (green) points in the study area 
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4. RESULTS 

Table 2 shows the error values in the ground space for each of 

the check points. 
 

Point No. Error values in ground space 

dx dy          Dr 

1 0.053681927 0.078682673 0.095250787 

2 0.093689186 -0.034081122 0.099695469 

3 0.144810594 0.19997078 0.246897592 

4 0.108495931 0.097042685 0.145563215 

5 0.066776893 -0.011818114 0.067814609 

6 0.029162426 0.151474535 0.154256222 

7 -0.167809148 0.022625564 0.169327571 

8 -0.036771148 0.189380326 0.192917146 

9 -0.102984016 0.184676731 0.211450237 

10 0.119778982 0.165488775 0.204287883 

11 0.048164495 -0.102171336 0.11295486 

12 -0.054300515 0.179836542 0.187855603 

13 0.112783103 -0.039141477 0.11938209 

14 -0.036771148 0.189380326 0.192917146 

15 -0.039311025 0.069682655 0.080006432 
 

Table 2. Error values in the ground space for each point 
 

According to Table 2, RMSE and STD values are calculated as 

0.1608 and 0.0542 meters, respectively. Table 3 shows the error 

values in the image space for each of the points. 
 

Point No. Error values in image space 

dc dr dl            

1 -2.72430308 3.078738522 4.111016682 

2 -1.830894364 -1.992633215 2.706060107 

3 0.289355008 4.812462865 4.821153923 

4 2.04545489 2.929338594 3.572801465 

5 1.621493677 0.514079744 1.701034899 

6 2.398032572 2.761733248 3.657558031 

7 0.353510253 2.63311793 2.656742278 

8 3.020526886 2.252085206 3.767687678 

9 -0.364472775 2.841515674 2.864795234 

10 -5.68084192 4.421735056 7.198868371 

11 0.594830659 -0.097587292 0.602782541 

12 -0.024930682 4.980524023 4.980586419 

13 -5.630756617 0.669151531 5.670377752 

14 3.020526886 2.252085206 3.767687678 

15 0.331940259 2.566979716 2.588352603 
 

Table 3. The error values in the image space for each of the points 
 

According to the Table 3, RMSE and STD values are calculated 

as 3.9666 and 1.6206 pixels, respectively. 

In the second test, 35 lines are selected from 17 different 

buildings and the linearity of the edges is calculated. Fig. 7 

shows a number of buildings selected for this test. 

Table 4 shows the standard deviation values obtained for each 

of the lines. 
 

Line No. Standard 

Deviation 

Line No. Standard 

Deviation 

Line No. Standard 

Deviation 

1 0.63 13 1.09 25 0.80 

2 2.05 14 0.68 26 2.11 

3 1.07 15 0.55 27 2.80 

4 1.09 16 0.41 28 0.98 

5 1.43 17 0.93 29 2.66 

6 4.13 18 1.78 30 1.20 

7 1.21 19 0.46 31 0.91 

8 1.84 20 1.13 32 0.86 

9 1.98 21 4.36 33 1.08 

10 3.89 22 0.90 34 1.15 

11 1.76 23 6.27 35 0.56 

12 1.22 24 1.26   
 

Table 4. Standard deviation values for the sides of buildings 

 

 
 

Figure 7. A number of selected buildings to check the accuracy 

of the extracted edges 

 

Figure 8 shows that, line number 23 is not reconstructed well 

according to the calculated standard deviation value. 

 

  
 

Figure 8. Location of line number 23 (left) and standard 

deviation chart for line number 23 (right) 

 
Moreover, the value of the standard deviation for line number 1 

shows that this line is well reconstructed (Figure 9). 
 

  
 

Figure 9. Location of line number 1 (left) and standard 

deviation chart for line number 1 (right) 

 

77% of the measurements taken from the edges of the buildings 

coincide with a straight line with an accuracy of better than 2 

pixels, and about half of these values are extracted with an 

accuracy of better than a pixel. 

 

5. CONCLUSION 

Due to the application of thermal sensor in darkness and 

unfavorable weather conditions such as fog and dust, it is 

beneficial in photogrammetry processes in order to produce 

three-dimensional information. Furthermore, use of unmanned 

aerial platforms due to their lower cost, the ability to work in 

inaccessible or dangerous areas, along with control devices and 

the ability to install various sensors and cameras on them are 

suitable for many applications. The results of the investigations 

show that in this research, the thermal orthophoto with RMSE 

and STD values of 0.1608 and 0.0542 meters respectively in the 

ground space is consistent with the visible orthophoto. The 

values of RMSE and STD in the image space are also calculated 

and are equal to 3.9666 and 1.6206 pixels, respectively. 

Moreover, 77 percent of the measurements taken from the edges 

of the buildings coincide with a straight line with an accuracy of 

better than 2 pixels, and about half of this value was extracted 

with an accuracy of better than a pixel. Thermal data, despite its 
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limitations related to the lack of texture information and the 

challenges it causes in various fields such as calibration, 

removing extra frames, dense matching and other steps, can 

provide information to obtain a relatively suitable three-

dimensional image of the areas that were photographed in 

unfavorable lighting or atmospheric conditions as well as being 

an information source in addition to visible data to help the 

photogrammetric process of 3D modeling. 
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