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Abstract

In an age of burgeoning open data sources, ranging from authoritative platforms to crowd-sourced contributions, the need for data
integration is paramount - only with integrated, combined, data can today’s complex problems be addressed. However, assessing the
quality of data and its potential for integration/interoperability is complex. FAIR (findable, accessible, interoperable and re-useable)
approaches go some way to help, but most repositories still only offer text-based search results and require the user to download
the data and assess its quality and fitness-for-purpose manually. This paper examines whether exploiting geospatial approaches -
specifically, understanding whether a dataset can be mapped and hence integrated with other datasets - could address these issues,
in particular for non-expert users. We explore challenges related to open data for education and environmental sustainability and
introduce a novel, visual map-ability rating to assist data users in rapidly understanding the data quality and interoperability potential
of data they wish to use. This rating system has been developed by researchers from outside the location science domain, to better
reflect what is important to the wider community, and derives from a review of 104 open datasets. As well as providing useful
insight to data users, the ratings can be used to guide data publishers as to how to improve their data offering.

1. INTRODUCTION

The amount of open data available to the public and research-
ers has been constantly increasing (e.g. Open Data Watch note
an increase in the United Kingdom’s overall Open Data In-
ventory [Open Data Watch, 2022] from 52 to 62.5 [Open Data
Watch, 2023]. From authoritative sources to crowdsourced con-
tributions and social media, a diverse array of platforms have
become data reservoirs, with many countries having national
data repositories (e.g. data.gov.uk or dati.gov.it, regional or mu-
nicipal repositories, researcher created repositories and more).
These increasing quantities and diversity of data can provide
evidence to help address a multitude of problems facing society
- such as climate change, housing, environmental issues, edu-
cation and many more. Resolving these problems relies heav-
ily on the integration of multiple sources of data from different
silos.

FAIR assesses the findability, accessibility, interoperability and
re-usability of data sources and was introduced in 2016 [Wilkin-
son et al., 2016]. It provides an easy-to-understand assessment
process for data sharing [Wilkinson et al., 2016]. It is now
a recommended rating system for open data stewardship (UK
Open Research Data Taskforce [Open Research Data Taskforce,
2018] and the European Research Executive Agency [Open Sci-
ence in Horizon Europe, n.d.]). An increasing scale of FAIR-
ness has been identified, ranging from data which cannot be re-
used to data that is open access and functionally linked [Mons,
2018].

However, FAIR precedes implementation [Wilkinson et al.,
2016]. The principles do not suggest any specific techno-
logy, standard or solution [Wilkinson et al., 2016] and do not
provide detailed, evidence-driven guidelines as to where repos-
itory owners should focus their efforts to target the data engin-
eering challenges that are the greatest blockers to data use. Data
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engineering is the term used for the tasks undertaken to prepare
data to the point that it is ready for use in analysis. These may
include downloading or linking to data, transforming its format,
semantic or syntactic mapping to achieve interoperability and
more [Reis and Housley, 2022]. FAIR is also agnostic to the
nature of the data in the repository. Even in highly FAIR re-
positories, users (data scientists) often have to download data,
transform it and load it into their own systems to assess its qual-
ity and potential for interoperability with other datasets they are
using for analysis, taking data scientist/user’s time away from
their core work. These tasks are made more challenging as they
are not daily tasks for these users, so an element of re-learning
of skills is required every time. Currently, these tasks are also
repeated by any data user wishing to use a specific dataset -
resulting in duplicated time-wasting.

Accessing and assessing data via a map-based interface rather
than as a list could offer a way to rapidly evaluate data qual-
ity and fitness-for-purpose, providing the ability to assess com-
pleteness, presence of extraneous data, spatial and temporal
coverage at a single glance. Once mapped, data can much more
rapidly be assessed for fitness-for-purpose (e.g. does it cover
the correct area of the globe, at the appropriate granularity).
Presenting the results of these tests in a way that can be rapidly
reviewed by data scientists will save them time in carrying out
preliminary assessments of the quality and fitness-for-purpose
of the data.

Additionally, location information is common among differ-
ent datasets and can be used to combine and integrate them
[Geospatial Commission, 2023]. The term generally refers to
data that contains geographical coordinates or can somehow
be associated with coordinates indirectly (through a link/join
with other data). Data integration through the power of loc-
ation is one of the most meaningful ways to obtain insights
and make evidence-based decisions [Geospatial Commission,
2023]: ‘Since location is a common attribute among different
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datasets it can be used to combine and integrate them.’

This paper proposes map-ability rating system to allow data
scientists to rapidly evaluate a dataset’s potential for location-
based integration, and hence interoperability, alongside its gen-
eral fitness-for-purpose. Our multifactor rating system has been
developed using a bottom up approach - driven by the charac-
teristics of the datasets) and based on issues encountered when
working with data, and co-developed by two researchers with
little location data expertise, in order to ensure that it reflects
the needs of a broader community of data users. We embed our
ratings into a web App to demonstrate their scope. This results
in data users having a rapid visual report for a dataset, saving
them time reviewing extensive metadata and downloading the
dataset to assess it. The ratings can be used by data producers
to identify where to prioritise efforts to encourage reuse,

2. Literature Review

Currently, data users carry out the following steps to retrieve,
assess and work with data (adapted from [Mons, 2018]):

• Search for data - e.g. using google, but also by searching
various repositories

• Once a potentially relevant dataset is identified, review the
metadata to understand more about the dataset and how to
license and obtain the data

• Download or otherwise access and transform data it into a
format that works with a tool they habitually use

• Open the data and assess its fitness for their task (quality)
• If the data is fit for purpose, further transform the data to

render it interoperable with other datasets

Given that data scientists only perform these tasks relatively
infrequently, they may not have the expertise to efficiently and
effectively perform them. Two time-consuming issues include:
understanding data quality and understanding the potential for
interoperating the data with other datasets. It may also take
more than one iteration of the above workflow until a relevant
and fit-for-purpose dataset is identified.

2.1 Understanding Data Quality and Fitness-for-Purpose

The concept of fitness-for-use is central in evaluating the ap-
propriateness of datasets for use by data scientists and relates
in particular to the challenges of using a dataset created for one
purpose in a different study or context, potentially months or
years after it was created. Several studies have delved into eval-
uating the appropriateness of datasets - e.g. studies by [Jonietz
and Zipf, 2016] and [Ahmed et al., 2014] assessed fitness-for-
use of Points of Interest (POI) datasets and the performance
of map construction algorithms using vehicle tracking data.
[Wang et al., 2015] and [Soliman et al., 2022] demonstrated
the importance of comparing different methods and assessing
accuracy through logistic regression for landslide susceptibil-
ity maps and Land-Use Land Cover datasets for flood mod-
elling, respectively. More broadly, a number of key categor-
ies of assessment are used when describing data quality - ISO
19157 [ISO, 2013] describes six high level elements: complete-
ness, thematic accuracy, logical consistency, temporal quality,
positional accuracy and usability. The task of exploring the data
to understand its quality is also challenging - in a recent test
on data interpret-ability, only 36.4% of participants were able
to quickly clean sample data to achieve a simple visualisation
to evaluate a dataset, with participants noting “much physical

labor [sic] would be needed to perform the task” and “correct-
ing the data format would be extremely difficult” [Barcellos et
al., 2022]. Metadata (describing the quality of the data) - which
should help interpret-ability and allow users to assess datasets
without the need for download and processing - is both complex
to create and use [Ellul et al., 2013]. [Moellering et al., 2005]
lists over 70 metadata standards, ranging from domain specific
through national to international. [Ellul et al., 2013] shows that
decision makers only require “minimal metadata” - e.g. date
created, source. They ignore most metadata due to time and
complexity or decoupling from the source data.

2.2 Interoperability Challenges

Interoperability principles are widely considered the hardest to
address in FAIR [Hong et al., 2020]. Standards are usually con-
sidered vital, and extensive efforts have been undertaken to cre-
ate mappings between various standards that relate to differ-
ent aspects of physical objects. Examples from the built en-
vironment illustrate these concepts [Yu et al., 2022, Siew et al.,
2021, Kumar et al., 2019, El-Mekawy and Östman, 2010, Sani
et al., 2022, Saquicela et al., 2022].

More recently, “minimal interoperability” mechan-
isms” [Mulquin, 2023] have emerged, which focus on “good
enough” integration and interoperability by identifying what
is common across datasets (location/coordinate information in
our case). This defers the need for up-front, costly investment
in full semantic interoperability until the cost/benefit of an
expensive and time-consuming full interoperability mapping
are fully understood. These have yet to be explored in the
context of geospatial data but geospatial data epitomises min-
imal interoperability - all that is required is for both datasets to
contain coordinate values that relate to their location, so that
location commonality can be identified.

3. Method and Results

A four-stage process was followed for this study, with each
stage depending on the outcome of the previous one

• Stage 1 - Repository Selection
• Stage 2 - Topic Selection and Manual Dataset Review
• Stage 3 - Developing the Map-Ability Rating (arising em-

pirically through the Stage 2 review process)
• Stage 4 - M(App)-ability App Demonstration

Given the interdependencies of subsequent stages on the pre-
vious one, the method summary and results for each stage are
presented sequentially.

3.1 Stage 1 - Repository Selection

This initial study focussed on repositories in the United King-
dom (UK), a country which scored 62.5 - i.e. middle range - on
Open Data Watch’s Open Data Inventory in 2022 . To further
narrow down dataset choices, London was selected as the focal
area of the study. The city presents a favourable setting to study
the integration of data within a dynamic urban landscape, offer-
ing significant lessons into the challenges and opportunities for
sustainable urban development. In order to test the map-ability
concept in multiple contexts, the selected repository should of-
fer a wide range of data types and themes. Repository selection
involved the identification and review of three open data repos-
itories from both government and academic sources that meet
these criteria.
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3.2 Stage 1 - Repository Selection - Results

Three national repositories were considered for this study:

• data.gov.uk hosts metadata relating to over 50,000 gov-
ernment centric datasets (non-personal data), with links to
data where available. The repository was established in
2010. Datasets are subdivided into 14 categories including
‘crime and justice’, ‘towns and cities’, ‘transport’, ‘educa-
tion’ and ‘environment’.

• The UK Data Service is a comprehensive repository that
provides access to a wide range of social, economic, and
population data. It offers datasets from various sources,
including government surveys, international organisations,
and academic research.

• The ONS Open Data repository provides access to a wide
range of official statistics and data produced by the Office
for National Statistics, responsible for the census in the
UK. It offers datasets on various topics, including popula-
tion, economy, and society.

data.gov.uk was selected as both the UK Data Service (focussed
on social science research) and the ONS Open Data reposit-
ory (focussed on census-derived statistics) repositories are nar-
rower in scope. Additionally, the selection of data.gov.uk as our
primary data repository has benefits that include:

• The breadth of data topics covered [Eranki and Reddy,
2012]

• Rich metadata, which is essential for understanding
and evaluating the quality and relevance of the datasets
[Kuzma and Mościcka, 2020].

3.3 Stage 2 - Topic Selection/Manual Dataset Review

To focus the scope of this preliminary study, two themes were
selected for in depth review. Following this, in order to de-
velop a bottom-up rating methodology, a manual attempt to
map available datasets was made. In order to establish a com-
prehensive and uniform rating system for mapping data, data-
sets were systematically analysed to find common factors in-
fluencing the ability to map data and determine appropriate
weightings for each of these factors. The process - and in par-
ticular challenges encountered - form the basis of the ratings.
To ensure that the results reflect situations encountered by, and
expertise of, general data scientists, the tasks were carried out
by researchers with no specific training in geospatial data en-
gineering.

3.3.1 Search The following steps were carried out to con-
duct an initial search for datasets on the data.gov.uk:

• ’Environment’ theme, filtered by ’London’ in the search
bar

• ’Education’ theme, filtered by ’London’ in the search bar

The datasets resulting from the search were systematically lis-
ted and metadata (e.g. title, date added to data.gov.uk, date last
updated) captured. Links to each dataset were then followed
to identify whether the dataset was available (via download or
API) for further review.

3.3.2 Dataset Review The review of accessible datasets fo-
cussed specifically on whether the dataset can be mapped. Table
1 shows the list.

Map-Ability Criteria
Directly map-
pable

Contains co-ordinates

Indirectly map-
pable

Geo-referencing is possible via linking
to another dataset

Not mappable No geographic information present
n/a Dataset not accessible

Table 1. Map-Ability of Datasets

When many formats were available for the same dataset, the
one with the shortest pre-processing time (judged holistically
based on experience gained during this study) for mapping was
recorded as the format type. Excel arbitrarily took precedence
over CSV.

3.4 Stage 2 - Topic Selection/Manual Dataset Review -
Results

3.4.1 Environment Out of 54 London environmental data-
sets resulting from the search in June 2023, approximately 20
per cent (11) were available for open access, containing down-
loadable data. In contrast, 7 per cent (4) imposed access re-
strictions, requiring specific accreditation for access, 4 per cent
(2) were marked as ”not released”. While the vast majority, 69
per cent (37) resulted in error messages upon following links,
so no data could be found. Among the error messages: ”site
can’t be reached”, ”resource not found”, ”file does not appear
to have any style information associated with it”, ”invalid data-
set”, ”File or directory not found”.

Out of the 11 available datasets, 55 per cent (6) were directly
mappable, while 45 per cent (5) of these datasets lacked geo-
graphical coordinates, necessitating further manipulation and
linking to other information sources to enable mapping.

Further investigation also identified that other datasets related to
the topic were not displayed in the search results. For instance,
datasets such as ’Trees of City of London 2023’ and ’Trees of
Camden 2023’ were not listed, highlighting a general lack of
location awareness in the search algorithm (as Camden is part
of London). The search also included an unrelated dataset, am-
biguously labelled as ”Physical Environment”, about the use of
vacant land in the city of Plymouth.

3.4.2 Education The education category, filtered by Lon-
don, only yielded 14 datasets. A combined search of education
and London was thus carried out. A total of 1045 datasets res-
ulted, of which the first 50 were sampled.

Out of 50 London educational datasets, approximately 66% per
cent (33) were available for open access. Out of these, 91% (30)
were directly accessible from the data.gov.uk website, while 9%
(3) could be accessed via an external archive link. 34% (17) of
the datasets were not available. Specifically, 76% (13) were
marked as ”not released”, and 24% (4) were inaccessible due to
issues such as ”page/server not found”.

Out of the 33 available datasets, 33% (11) were not mappable
at all, and contained no geographic component, 66% (22) could
be mapped indirectly, requiring additional processing or geo-
referencing. None of the datasets could be mapped directly.

As with the environment data, there were datasets in the filtered
search that did not align with the ”Education” filter e.g. ‘Aver-
age age of rolling stock’, a dataset about trainlines, which does
not correlate to the education context.
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3.5 Stage 3 - Developing a Map-Ability Rating

In contrast to many ratings and standards, which are developed
by data producers, a data driven, user-focussed approach was
taken to this task. Throughout the dataset evaluation process in
Section 3.4, challenges encountered were noted and used to un-
derpin the development of a rating system that directly reflects
how map-able (and hence potentially interoperable) the dataset
is, while providing clear information on areas where the pro-
ducer of the dataset can make improvements. By synthesising
insights from Stage 2 results, consistent patterns and themes
were identified. These were used to develop an understanding
of the relative importance of each factor and stage in the map-
ping and quality assessment process. In other words, as more
datasets were mapped, the proposed factors were refined.

To ensure standardisation, and to reinforce the principles of
cognitive ease and user-centric design. all identified factors
were assigned a scale from 0 to 5, representing the range of
usability and practicality. A score of 5 signifies optimal condi-
tions, while 0 indicates inaccessible or non-existent data. In the
context of designing user-friendly rating systems, recent empir-
ical studies and theoretical frameworks advocate for the utilisa-
tion of a consistent 0-5 rating scale across diverse categories.
This body of research underscores the multifaceted advantages
of uniform rating scales, linking them to enhanced user compre-
hension, reduced cognitive load, and greater overall satisfaction
( [Lewis and Sauro, 2009]; [Yuan and Recker, 2015]). Specific-
ally, [Praseptiawan et al., 2023] demonstrated that the use of
the System Usability Scale (SUS) with a consistent 0-5 rating
scale provided valuable insights into users’ desires, emotions,
perceptions, and habits in a study on mobile application inter-
face redesign. This focus on consistency across dimensions of
user experience, including usability and learnability, translates
into a more accurate representation of various aspects and the
reliability of evaluations ( [Lewis and Sauro, 2009]).

Each factor was then weighted according to its importance in
terms of creating a map with the dataset. An average calcu-
lation was employed to determine the overall rating for each
dataset. Weightings were chosen based on the relative import-
ance of each factor in the mapping process, established through
the review, mapping, and analysis of many open datasets.

3.6 Stage 3 - Developing a Map-Ability Rating - Results

A total of six separate ratings resulted from the process and
issues documented in Stage 2.

The ‘choice of representation’ factor considers if the choice of
the element was appropriate, for instance, information about
large areas is more detailed when they are represented by poly-
gons and not points. This is an indication of the granular-
ity, or level of generalisation, of the dataset. For example, if
the dataset relates to the entire London Borough of Camden it
would achieve a higher score if it is mapped using the Borough
boundary polygon or subdivisions of the polygon than if it is
mapped using a centroid point, The more granular the dataset,
the greater its potential for integration with other datasets, as it
can be aggregated to larger spatial units. Similarly, a continuous
dataset is perhaps not best represented using a vector approach.

After an initial system of 5 factors was devised, further examin-
ation of data highlighted the importance of the time component.
’Time density’ was introduced as the sixth and final factor.

The rating system underwent a validation process to verify its
accuracy across diverse datasets from data.gov.uk. The valida-
tion process comprises the following steps:

• Selection of representative data - including a mix of
formats, spatial and temporal characteristics, temporal
characteristics and data purpose

• The datasets were then mapped where this was possible
• The weighted rating was generated

3.6.1 The Final Ratings The final weighted, six-factor rat-
ing system is as follows:

Factor 1: Data format GeoJSON is widely used in web-
based and other GIS systems and also offers an easy repres-
entation of one geometry:many attributes (e.g. a time series of
data points collected by a sensor). This is particularly helpful
for indirect mapping (see Table 1) where many rows of data
may be linked to a single geometry. It contrasts with traditional
table-based formats used in GIS (e.g. .shp or relational data-
bases) where identical geometry is sometimes stored multiple
times for many:one situations. The chosen weighting is 25%
which reflects the importance of format in accessing data. De-
scription:

0 Not possible to process into a mappable format
1 Virtually unusable without significant effort
2 Extremely difficult, manual conversion needed
3 Complicated but mostly automated
4 Quick and automated
5 No pre-processing required

Factor 2: Pre-processing time This determines how easily
the data can be mapped - specifically whether it can be geo-
referenced or not, by specifying the amount of time that is re-
quired to undertake geo-referencing. A weighting of 25% is
assigned due to it’s importance in assessing potential interoper-
ability of the dataset. Description:

0 No geo-referencing possible at all
1 Indirect mapping possible, geo-referencing is complex
2 Indirect mapping possible, geo-referencing is straightforward
3 Direct mapping possible, but format conversion is complex
4 Direct mapping possible, with simple format conversion
5 Direct mapping without conversion, format is GeoJSON

Factor 3: Spatial density This reflects the richness and the
depth of the insights that can be derived from visualising the
data, and hence being able to asses the overall fitness-for-
purpose of the dataset for a specific task. The ‘spatial density’
rating will depend on the purpose/topic of the dataset. For ex-
ample, the visualisation of UK UNESCO heritage sites would
achieve the best rating for spatial density when it is low and
points are sparse, with just a few dozen locations in the entire
UK, while a map of protected listed buildings would need to
be highly dense to be complete, with hundreds of thousands of
data points in the country. Given the importance of this factor
for fitness-for-purposes, it is given a weighting of 20%. De-
scription:

0 Non-existent
1 Very low, sparse data points
2 Low
3 Moderate
4 High
5 Optimal, very dense data points
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Factor 4: Geographical relevance This indicates whether all
the data is within the stated area - for example, if the metadata
states that the data relates to England but data also appears in
Ireland or only for London when mapped this would result in
a lower score as it indicates that quality control may not have
been performed on the dataset. Weighting: 10% - given that
irrelevant data can diminish the value of the visualisation. De-
scription:

0 0-19% coverage of area of interest
1 20-35% coverage
2 36-50% coverage
3 51-80% coverage
4 81-95% coverage
5 96-100% coverage

Factor 5: Choice of representation How suitable the rep-
resentation is for the type of data. Certain data types require
specific representations for clarity - e.g. points, lines and poly-
gons, perhaps changing at different scales. Weighting: 10% -
as representation affects interpretation and clarity. Description:

0 Non-existent or irrelevant representation
1 Unusable representation for the data type
2 Improper but somewhat decipherable
3 Just feasible, could be improved
4 Mostly appropriate for the data type
5 Fully appropriate and clear representation

Factor 6: Time density The frequency with which data is
collected. Frequent data collection can provide more up-to-date
visualisations. Weighting: 10% - as consistent updates enhance
the relevance of the mapping. Description:

0 Non-existent or very sporadic updates
1 Very infrequent updates
2 Infrequent updates
3 Moderate frequency of updates
4 Frequent updates
5 Very frequent, almost real-time updates

3.6.2 Meta-Factors and Multiple Ratings Per Dataset
The ‘data format’ and ‘preprocessing time’ were given the
highest relative weightings, as they directly indicate if data can
be visualised and the potential time required for to achieve this.
However, it should be acknowledged that ’preprocessing time’
is subject to the individual’s proficiency with location data - e.g.
the time spent on manipulating data decreases with experience.
All other ratings are to a certain extent dependent on the con-
text/use of the data.

To overcome this issue, multiple ratings could be developed for
the same dataset, with users contributing ratings dependent on
their expertise and the purpose for which the data was used.
These meta-factors can then guide other users to a rating that is
closest to their expertise and research topic.

3.7 Stage 4 - Map-Ability Rating Visualisation

To demonstrate the rapidity of a visual approach to dataset rat-
ing, the rating system was integrated into a web application
(App) interface, which produces a chart that combines charac-
teristics of both pie and radar charts. The size of each sector in

the chart corresponds to the weighting of each factor. Concent-
ric circles, numbered 0 to 5 to represent ratings, further detail
each factor’s rating. The decision to use a hybrid of pie and
radar charts was based on a comprehensive assessment of vari-
ous visualisation techniques. Pie charts effectively represent
proportions, helping users easily understand factor weightings.
Radar charts, commonly used in data science for multi-variable
analysis, allow for a comparative view of individual factors.

The application also calculates a final weighted mean rating for
the dataset, factoring in the pre-defined weightings for each rat-
ing parameter. This grade reflects the overall quality of the data-
set in relation to the rating criteria. Where the data is mappable,
the App also allows the user to map the data.

3.8 Stage 4 - Map-Ability Web-Based Demonstration -
Results

As noted in 3.4 the percentage of ‘open’ datasets listed on the
data.gov.uk that were actually available was relatively low, par-
ticularly for the environment topic. To illustrate the application
of the rating system, this section presents two examples of the
results obtained: an available open dataset from the environ-
ment results and a listed but unavailable dataset from the edu-
cation results.

3.8.1 Environment: London Air Quality Data - Listed and
Available The ”London Air Quality Network Camden - Last
Updated 2015” dataset 1 offers data in XML, CSV, RDF, and
JSON; however, GeoJSON, our preferred format for spatial
visualisation. The dataset contains coordinate information in
British National Grid and in WGS84 and is thus directly map-
pable. QGIS was used to convert CSV to GeoJSON. Table 2
shows the ratings and Figure 1 shows the resulting visualisa-
tion.

Factor Rating Reason
Data format 4 Dataset was CSV format and

contained coordinate informa-
tion so can be directly mapped

Pre-processing
time

4 Dataset conversion was re-
latively simple - CSV to
GeoJSON

Spatial density 3 More collection points would
greatly improve the dataset’s
coverage of Camden

Geographical
relevance

3 Covers all of the Camden area

Choice of rep-
resentation

5 Dataset was presented as
points

Time density 3 The two datasets from differ-
ent years revealed identical in-
formation, indicating no new
additions despite the declared
temporal difference.

Table 2. Weightings for London Air Quality Data

3.8.2 Education Contracts - Listed but Unavailable
Within the education search results, the ‘Department for Edu-

1 Available from https://www.data.gov.uk/dataset/8c69f2f0-ba2a-44b7-
9e3e-576d41cd553d/london-air-quality-network-camden, Accessed
3rd January 2024
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Figure 1. Visual representation of the integrated rating system in
the web application, combining features of pie and radar charts

for dataset evaluation for Air Quality in Camden.

cation - Contracts’ 2 dataset was listed, with a note that it has
not been released by the publisher. Table 3 shows the resulting
ratings - in this case all zero - and Figure 2 shows the resulting
visualisation.

Factor Rating Reason
Data format 0 No georeferencing possible
Pre-processing
time

0 Not possible to create a map

Spatial density 0 Non-existent
Geographical
relevance

0 0% coverage of the area of in-
terest

Choice of rep-
resentation

0 Non-existent

Time density 0 Non-existent

Table 3. Weightings for Education Contracts Data

Figure 2. Visual representation of the integrated rating system in
the web application, combining features of pie and radar charts

for the Department for Education Contracts Data.

4. Discussion

This research developed a multifactor rating system to provide
initial insights into the fitness-for-purposes and potential for
interoperability of open datasets, with the aim to reduce the
time data scientists/users spend on data engineering by allowing
them to - through a visual interface - rapidly determine whether
it is worth spending time working with a specific dataset.

2 https://www.data.gov.uk/dataset/d5c0a927-8fb8-45d1-b508-
4a1d446e84dd/department-for-education-contracts, Accessed 3rd
January 2024

Using a bottom-up approach, derived by exploring the data and
by two researchers with no specific location data expertise, a
six-factor rating was developed – including factors that relate to
the time required to map the data and the ease of the process, as
well as factors relating to data quality - additional data, spatial
and temporal density is proposed. A web-based App has also
been developed to showcase the potential of the concept and
allow any mappable data to be visualised.

Flexibility is in-built - the rating system is designed to be popu-
lated by - and used by - data scientists/users, potentially work-
ing in different contexts/on different topics, and with different
levels of data engineering expertise.

4.1 Benefits of the Rating

The rating factors were selected as those that could be meas-
ured through a visual examination and preliminary exploration
of the data – i.e. by accessing and mapping the data, with the
factors and their weightings reflecting tasks that are performed
by data scientists/users in their initial data review, thus provid-
ing significant time-savings to data scientists/users.

The m(App)ability App was developed using a responsive mode
Bootstrap template, which means that it can be run on a desktop,
laptop or mobile device and can easily be incorporated into a
data repository as an alternative way to present search results.

Overall, the visualisation provides insight into the accessibil-
ity and usability of open data and the power of visualising the
ratings can be seen by comparing Figures 1 and 2. The rat-
ing system enables a rapid visual assessment of the dataset, al-
lowing the user to rapidly decide whether they should actually
spend additional time reading metadata or attempting to down-
load and evaluate the dataset. This is particularly beneficial in
situations where the user is not an expert data engineer.

4.2 Enhancing Current Approaches to Data Evaluation
and FAIRness

The rating system is designed to be easy to understand and to
be flexible. It is not intended to replace full, standards-based
metadata or dataset evaluation, but rather to offer a precursor
that can be easily deployed by a data provider and by which a
data scientist/user can make a rapid evaluation of the data and
decide whether to proceed to a full, more time-consuming, eval-
uation.

Comparing the remaining rating factors to ISO 19157 it can be
seen that the chosen factors provide a precursor to full qual-
ity and fitness-for-purpose assessment, focussing primarily on
measures that relate to completeness in the ISO 19157 approach
(e.g. do the locations covered by the data correspond to those
expected? Are there missing data elements? Are there ex-
tra data elements? What is the temporal quality of the data-
set?). The rating does not replace a full quality assessment, but
provides information to users as to whether an in-depth, time-
consuming, exploration of the data and its quality is warranted.

In terms of FAIRness, the rating system is particularly relev-
ant for accessibility and interoperability, indicating whether the
data can be accessed/downloaded and a minimal interoperabil-
ity approach (Section 2.2) used to find common location ele-
ments. Our rating does not replace a FAIRness assessment but
rather takes it further providing an implementable approach that

ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume X-4/W4-2024 
8th International Conference on Smart Data and Smart Cities (SDSC), 4–7 June 2024, Athens, Greece

This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
https://doi.org/10.5194/isprs-annals-X-4-W4-2024-49-2024 | © Author(s) 2024. CC BY 4.0 License.

 
54

https://www.data.gov.uk/dataset/d5c0a927-8fb8-45d1-b508-4a1d446e84dd/department-for-education-contracts
https://www.data.gov.uk/dataset/d5c0a927-8fb8-45d1-b508-4a1d446e84dd/department-for-education-contracts


can provide insight into FAIRness and assist a data user in de-
ciding whether time-consuming and potentially expensive work
towards full interoperability would be beneficial.

Re-usability is also a key component of FAIR. The rating sys-
tem provides a structured approach for evaluating datasets,
combining objective and subjective factors. This provides in-
herent flexibility to generate multiple ratings based on the spe-
cific context of the dataset’s potential use and the researcher’s
expertise in data processing. This interpretative flexibility re-
cognises that datasets may be rated differently based on the
specific use case and the data processing capabilities of the re-
searcher. Multiple rating sets can be associated with the same
dataset, each one reflecting a different use case or user expert-
ise. Additionally, depending on user needs, different elements
of the ISO 19157 standard could be selected to be the main fo-
cus of the visual representation.

4.3 Is Open Data Available and Map-Able?

Our findings show that out of the 54 datasets reviewed under the
’environment’ topic, only 11 were directly available. Of these,
55 per cent (6 datasets) could be directly mapped. Similarly,
for ’education’ of the 50 datasets identified, 33% were avail-
able for testing, and 22% of these could be indirectly mapped.
The results may have been impacted as titles and labelling of
some datasets were ambiguous and vague, the search tool was
ineffective, omitting important results while showing out-of-
context ones, and some data was duplicated, which could be
misleading.

Over 55% of the tested environment data and 66% of the edu-
cation data could be mapped to a greater granularity than just
’London’ (which would be true for all the data).

These results highlight that open data is not reaching its po-
tential in the UK (and perhaps reflect the middle ranking 62.5
Open Data Indicator score [Open Data Watch, 2022]). This is a
surprisingly low score, and indicates that significant additional
work is required by data producers and curators.

4.4 Future Work

The outcomes presented here are a proof of concept, demon-
strating potential benefits of a simplified, visual, approach to
rating data. However, flexibility of the rating is a key feature
and the weightings of each factor and/or the specific factors
chosen will vary depending on users and context. Further com-
parison - in particular A/B testing - with current approaches
to data quality review and in particular to full standards-based
metadata are required, with the outcome being a context-
specific sliding scale of rating detail from full metadata down
to the restricted set presented here.

A number of elements of the rating could be generated automat-
ically - e.g. it should be possible to determine the format of the
data, and to parse the data and metadata to determine whether
it can be mapped (directly or indirectly) by querying the API
offered by repositories such as data.gov.uk.

Similarly, this conversion/pre-processing could be automated.
While it was relatively easy to convert the air quality data to
the required format this did require some understanding of the
use of GIS software for conversion and also of coordinate ref-
erence systems. To make the conversion simpler, this process
could be automated via a search for columns with appropriate

titles (Easting, Northing, latitude, longitude) or values within
the known coordinate ranges and systems for a particular coun-
try. This automation could be further extended to search for
place names in the dataset (or even in the metadata) greatly in-
creasing the percentage of data that can be mapped. This could
be facilitated by the use of a standard set of UK geographies
(e.g. census output areas, town boundaries, parishes, councils,
wards, counties and so forth).

The selected repository - data.gov.uk - may not include as ex-
tensive coverage of social science data as the UK Data Service
or the Office of National Statistics, both of which are likely
to be extensively used by data scientist. In particular, it can
be expected that the ONS data would be far more map-able,
given that it relates directly to statistical units of geography.
Further research, using other repositories both in the UK and
elsewhere, is required to establish exactly how map-able open
data is. This would also go some way to understanding whether
the apocryphal ‘80% of data is geospatial’ figure is valid.

As noted above, the mix of objective/subjective ratings was a
deliberate choice for this project. We fully acknowledge that
ratings are not a one-size-fits-all, however and the ratings could
be extended in future – e.g. by subdividing or weight the rating
factors by whether the mapping task can be achieved by ’ex-
pert’ ’average’ and ’novice users or by the specific application
to which the dataset will be applied. This flexibility can be em-
bedded into the App - further research is required to determine
whether this additional level of complexity is counterproductive
in terms of the simplicity of our current approach.

5. Conclusion

The work presented in this paper provides a starting point to fill
the gap between the concepts presented by FAIR and providing
specific implementation guidelines for data repository owners
and developers. In particular, it takes into account the fact that
data scientists/users are time-poor and also may not have strong
data engineering skills, having to re-learn tasks such as data
transformation every time they start a new project. An integral
development in this study was the creation of a rating system
that reflects both a summary of the quality of the data and the
potential for minimal interoperability, generated by exploring
the data itself and also by researchers whose expertise in loc-
ation data is low. This rating system and the associated App
provides researchers with a structured and comprehensive eval-
uation mechanism, enhancing the integration of location-based
data. By offering a visual representation combining features
of pie and radar charts, the rating system aids researchers in
rapidly assessing dataset quality and relevance, thereby stream-
lining the process of data integration.

However, in attempting to demonstrate the power of location
to underpin a ‘minimal interoperability’ approach, this research
also highlighted limited data accessibility and demonstrates the
urgent need for improvements in data-sharing. Valuable in-
formation remains restricted and data continues to be fragmen-
ted, leading to inefficiencies in resource allocation, prolonged
data manipulation efforts by data scientists, and potential ob-
struction of research progress. It also represents missed oppor-
tunities to leverage data for informed decision-making. As the
volume of data continues to surge, it is imperative that con-
certed efforts are made to enhance data-sharing, making critical
information readily available to those who seek to build smarter
and more sustainable urban environments.
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