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ABSTRACT:

Dense matching plays an important role in 3D modeling from satellite images. Its purpose is to establish pixel-by-pixel cor-
respondences between two stereo images. This study presents a learning-based dense matching approach that integrates self-
supervised learning with a multi-head attention mechanism to achieve feature fusion. Since stereo matching in satellite datasets
is restricted by the disparity range, the pixel-by-pixel method can reduce the limitation. In the feature extraction module, we
have performed attention-based in-depth learning on the smallest-scale feature using the self-supervised DINO. In addition, a CEP
(Context-Enhanced Path) module is added outside the main matching path, and continuously enhanced position embedding is used
to improve relative position encoding. The effectiveness of this method has been demonstrated through experiments on the US3D

and WHU-Stereo datasets.

1. INTRODUCTION

Dense matching of stereo images is a classic problem in the
field of photogrammetry and computer vision (Ji et al., 2019,
Jiang et al., 2021). Its core task is to establish the pixel-by-pixel
correspondences between two images to recover the 3D infor-
mation of the target (Geiger et al., 2010). Stereo-dense match-
ing has become the most crucial component in many tasks that
range from localization tracking to 3D reconstruction (Geiger
et al., 2011). As the popularity and quality of satellite images
continue to improve, stereo matching based on high-resolution
satellite images has been widely used in various applications,
such as 3D modeling of large-scale cities (Facciolo et al., 2017,
Huang et al., 2017). Thus, efficient and robust stereo matching
becomes the key to applying high-resolution satellite images.

Given a pair of rectified stereo images, the first step in stereo-
density matching is to compute the disparity of each pixel in
the reference image, which is further used to recover depth and
3D information (Gu et al., 2020). For common close-range
datasets, scholars had proposed various dense matching algo-
rithms, which greatly promoted deep learning progress in this
field (Kendall et al., 2017, Shen et al., 2021, He et al., 2023).
These algorithms learned the correspondence between pixels
through neural networks to achieve high-precision disparity pre-
diction for close-range datasets (Lin et al., 2024). Early applica-
tions of convolutional neural networks (CNN) to stereo match-
ing aimed to improve individual steps of an established process
(Poggi et al., 2021). With the proposal of DispNet (Mayer et
al., 2016) and GC-Net (Kendall et al., 2017), some end-to-end
deep learning models have further improved in accuracy and
efficiency, and occupy a dominant position in commonly used
benchmark tests, such as KITTI (Geiger et al., 2012, Menze and
Geiger, 2015), Middlebury (Scharstein et al., 2014), SceneFlow
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(Mayer et al., 2018), and other remote sensing datasets (Patil et
al., 2019).

The range of the disparity in parallax estimation for satellite
images differs from that of close-up datasets (He et al., 2021).
Current methods trained with a fixed disparity range cannot
cover the whole disparity range of other datasets without sig-
nificant modification due to this imbalanced disparity distribu-
tion. The 3D cost volume (Gu et al., 2020) cascade formula
handles this problem by first building the cost volume using
larger-scale semantic 2D features and a sparsely sampled dis-
parity range assumption. Later, the early estimated disparity
map is used to modify the sampling range of the disparity as-
sumption, resulting in the construction of a new cost volume
that applies finer semantic features for more accurate disparity
prediction. CFNet implemented a related concept. Uncertainty
estimate was utilized to assess the pixel-level confidence of dis-
parity computation and enhance the disparity search range after
merely fusing several low-resolution dense cost volumes to in-
crease the receptive field (Shen et al., 2021).

To increase the accuracy of disparity estimation, deep learning
architectures with multi-head attention methods, such as Trans-
former, have been introduced into the dense matching field re-
cently (Zuo et al., 2016, Fei et al., n.d.). Using the sequential
nature and geometric properties of stereo matching, the STTR
network inputs the image features acquired using CNN into the
Transformer to capture the long-range correlation between pix-
els (Lietal., 2021). This technique imposes uniqueness restric-
tions in the epipolar direction by densely and precisely com-
puting the correlation between pixels in the left and right pic-
tures during stereo matching. The feature representation is up-
dated with the use of image context and location, and the self-
attention and cross-attention processes are integrated to execute
alternating actions inside and across images.
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In order to describe distant context information and enhance the
network’s robustness and generalization capacity, CSTR incor-
porates a CEP (Context Enhanced Path) module based on STTR
(Guo et al., 2022). Furthermore, STransMNet substitutes the
Transformer structure in STTR with Swin Transformer and pro-
poses feature differentiation loss to strengthen the algorithm’s
focus on feature details and optimize the loss function (Ding et
al., 2022). For use to manage 3D perception tasks including
optical flow, stereo matching, and depth estimation, GMFlow
presents a unified global matching framework that compares
feature similarities to establish the connection between pixels
(Xu et al., 2022). It does this by using a cross-attention method.
GOAT proposes to use a parallel attention mechanism to calcu-
late the initial disparity map and occlusion mask and designs a
parallel disparity and occlusion estimation module, as well as
an occlusion-aware full aggregation module to refine the dis-
parity in the occlusion area (Liu et al., 2024).

Nonetheless, there are several ill-posed regions, such as weak
texturing, and a wide disparity range in satellite datasets (He
et al.,, 2022). So the prediction accuracy of widely-used al-
gorithms is not as high as it is on other close-range datasets.
It is necessary to carefully tune and enhance dense matching
algorithms for satellite images in order to accommodate spe-
cific data features. To minimize computation and guarantee
efficient information transfer between windows, this study de-
velops a feature extraction method that combines hierarchical
ViT(Vision Transformer) (Dosovitskiy et al., 2020) and DINO
(Caron et al., 2021) and implements a dense matching network
for high resolution satellite images.

2. METHODOLOGY

This study proposes a hierarchical ViT-Stereo model. First, the
overall architecture of the model is outlined, and then the work-
ing principles of the feature extraction module based on hierar-
chical ViT and DINO, the global information aggregation mod-
ule of the context enhancement path, and the position informa-
tion improvement module based on relative position encoding
offset are described in detail. Finally, through a series of com-
parative experiments, this chapter discusses and analyzes the
experimental results to verify the effect and advantages of the
proposed method.

2.1 Network Architecture

As shown in Figure 1, the hierarchical ViT-Stereo model is
roughly divided into three modules: feature extraction, dispar-
ity calculation, and disparity optimization.

(1) Benefiting from pyramid architecture and efficient atten-
tion mechanism, for a given pair of left and right images I;,
I, € RTXWXC the model in this study improves the learn-
ing of feature information by combining hierarchical ViT and
DINO. The feature extraction module extracts feature vectors
from the image, which are then converted into feature descrip-
tors and used to calculate pixel relative distance codes. The
specific details of the feature extraction module are shown in
Section 2.2.

(2) Afterwards, the attention weight is calculated by fusing the
main matching path of the contextual cross-polar line features,
and the most likely matching position is found from the opti-
mal transmission allocation matrix T, and a three-pixel window

is constructed around it N3(k), renormalize the matching prob-
ability ¢; within the window to obtain ¢;, so that its sum is 1:

t

=
ZzeN3(k) t

,1 € N3(k) (D

According to probability, the original disparity draw is calcu-
lated by the weighted sum of candidate disparities:

g’ruw = Z dla (2)

leN3 (k)

In addition, within the three-pixel window, the sum of the prob-
abilities of each pixel is used to represent the network’s reflec-
tion of the current estimated confidence. This representation is
measured by the inverse occlusion probability. The occlusion
probability pocc is calculated as:

pocc(k) =1- Z t (3)

1eN3 (k)

(3) To further aggregate transpolar information, based on the
initial disparity draw, a convolutional layer is introduced to ad-
just the conditional input image to include disparity estimation
of transpolar information. The structure of the disparity opti-
mization module is shown in detail in Figure 2. This process
connects the original disparity map and occlusion map with the
original left image along the channel dimension, then aggre-
gates the occlusion information through two convolution blocks
and the ReLU layer, and uses the Sigmoid layer to generate the
final occlusion map O finai-

For me, it is refined through a residual block, which consists
of expanding the channel dimensions before passing it through
the ReL.U activation function and reducing it back to the origi-
nal channel dimensions afterwards. Better results are obtained
by repeatedly connecting the original disparity map with the
residual block, and finally the output of the residual block is
added back to the original disparity through long skip connec-
tions to achieve more accurate disparity refinement.
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i

Figure 1: Network architecture.

Raw
occlusion

Convolution Convolution . Final
Raw
disparity l —l
I .
Residual Residual Final
-o - o- SRl - —

@ : concatenation

Figure 2: Disparity refinement module.
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2.2 Feature Extraction via Hierarchical ViT and DINO

Considering the correlation between the left and right images,
input images I;, I,, € REXC*H*W are first merged into I, €
R2BXCXHXW 4 the batch dimension, which is then downsam-
pled to half the original resolution to reduce computational and
memory overhead. In order to adapt to the fine-tuning needs
of different resolutions, hierarchical ViT adopts an efficient at-
tention mechanism and combines robust position encoding for
different scales. As shown on the left side of Figure 3, hier-

S=4
archical ViT uses multi-scale features {F<h’s) relative to

the initial resolution (1/8, 1/16, 1/32, 1/64) sizef elncoding the
original image. In addition to leveraging the pyramid archi-
tecture, this model replaces the absolute position encoding in
ViT with a conditional position encoding generated by a Po-
sition Encoding Generator (PEG), enabling it to learn position
cues from zero padding and passing them through an appropri-
ate convolutional neural network (CNN) inductive bias to break
the permutation equivalence of ViT. As shown in Figure 4, PEG
is placed after the first encoder block of each level. In order
to capture local neighborhood information, the flattened input
sequence X € RB*N*C is first reshaped in two-dimensional
space into X/ € REXHXWXC = Afterwards, the function F is
repeatedly applied to the local patches in X/ to generate the
conditional position encoding EZ*#*WXC PEG is efficiently
implemented by a zero-padded 2D convolution with kernel k
and (k-1)/2.

In addition, to further enhance the feature learning ability, this
study utilizes the attention map generated by the last layer of
CLS tokens in self-supervised DINO. Considering the impor-
tance of feature matching in dense matching tasks, leveraging
prior knowledge of object or scene segmentation helps distin-
guish foreground and background, thus avoiding confusion in
depth prediction. Given that the input size of hierarchical ViT
has been halved, irregular embedding using a convolution ker-
nel with size and stride of 16 enables DINO to perform on
feature maps with resolutions of (H/32, W/32) Attention-based
learning. To better utilize its segmentation capabilities, train-
able gated linear units (GLU) are used to reduce feature dimen-
sions. Assume that A € R32% 32! represents the attention
map of the last layer of CLS tokens in DINO, and h represents
the number of attention heads. A € R3%* 57 ! means averag-
ing along h heads of A, then GLU can be expressed as:

F® = Swish(ConvBN;([Faino; A]) ® Swish(
ConvBN, (ConvBN,([Fuino ® A))))

Among them, Swish(x)=x-sigmoid(x); ) means element-wise
multiplication; [e; ] means splicing operation. GLU helps pro-
tect important features that benefit from segmentation attention
maps during the dimensionality reduction process, there~by ef-
fectively improving model performance. After that, F® g
upsampled to F(P) ERE X xC using two transposed convolu-
tions, used to add features to the FPN encoder with channel C,
and finally fuse features of different scales:

'™ — ppN (F(h’1>,F(h’2),F<h’3),F(h’4))) 5)

multi-scale
feature

1
1
Attention map
GLU

:
ape 1/fz

g

o The

Patch size=4 «~——

|
i

,J§ g

Patch size=2 tmy

[
o3
(%)
N

Downsample 1/32
to 1/2

F""
[
~
(&)
N

Patch size=2

Patch size=2 Patch size=16

%

Figure 3: Feature extraction.
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Figure 4: Position encoding.

2.3 Global Information Fusion via Context-Enhanced Path

When calculating disparity, relying solely on the correlation be-
tween pixels on the image epipolar lines is often insufficient to
capture sufficient information, especially because this method
does not fully utilize the information across the epipolar lines,
which is crucial for processing global information. In the case
of large textureless areas, specular reflections, or low trans-
parency, features in the left and right images may be similar
and misleading, causing feature matching based solely on a sin-
gle epipolar line to become unclear in these areas. Therefore,
in order to accurately predict disparity, leveraging long-range
contextual information becomes a critical task. This chapter
introduces a plug-in module called Context Enhancement Path
(CEP), which is designed to enhance the aggregation of global
context information and provide comprehensive geometric in-
formation for the model.

In order to take into account efficient calculation and aggrega-
tion of global information, Wang et al. [77] proposed Axial-
Attention, using two consecutive axial attention layers for the
height axis and width axis respectively. Assume that Ny x1)(1)
is the relative position code represented by the w x h scale area
around pixel i, g, k, v, respectively represent the query, key, and
value, and S represents the Softmax function, then the width
axis attention layer y; can be described as:

vi= Y

JENwW x1(4)

S(qi ki +a rj-1)(v5) (©6)

Compared to locally constrained attention, y; computes atten-
tion line-by-line through weight sharing. For height-axis at-
tention, the attention calculations on the vertical and horizontal
axes are the same except that the attention is calculated column-
wise.

The goal of CEP is to maintain the contextual features of the
left and right images and provide the contextual features as ad-
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ditional supplementary information to the main matching path.
Its detailed structure is shown in Figure 5. In addition, the self-
attention layer in the matching path is replaced with an axial
attention layer, including horizontal and vertical directions, to
collect contextual information from the horizontal and vertical
axes. As a layer-by-layer module, CEP first obtains contextual
features from the previous CEP layer, and then applies axial at-
tention layers and cross-attention layers to further process con-
textual features. These processed contextual features are then
used as supplementary information to be fused with the infor-
mation on the main matching path.

After obtaining the contextual information features, the features
in the CEP are fused into the main matching path through the
path fusion module. This step allows the main matching path to
capture long-range contextual information from low-resolution
features, thereby enhancing its overall effect on the scene. The
structure is shown in Figure 6. Specifically, the context fea-
ture fo € RE*XW/mXC is ypsampled and spliced with the main
matching feature f; € R¥*"*Y in the channel dimension.
Two 3 x 3 convolutional layers are then applied to the con-
nected features, and finally the fused features are used as input
to the next main matching path module.
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Figure 5: Contextual Enhancement Path (CEP).
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2.4 Relative Position Encoding based on Continuous En-
hanced Position Embedding

In the Transformer model, the introduction of absolute position
encoding (APE) is to compensate for the model’s own inabil-
ity to process the order of elements in the sequence, so that the
model can identify the order of elements in the input sequence.
To enhance model flexibility, relative position encoding (RPE)
is introduced. Different from APE, RPE not only captures the
local dependencies within the sequence by encoding the rela-
tive distance between elements in the sequence, but also enables
the model to dynamically adjust its focus based on the relative
positions between elements, thereby processing sequence data
more effectively. Therefore, this study combines APE and RPE
in Transformer to enable the model to better understand and
adapt to different contextual situations. APE provides a stable
sequential framework, and RPE provides the model with the

ability to dynamically adjust according to context, making the
model more flexible and effective in processing high-resolution
satellite images containing complex global and contextual in-
formation. APE is used in the original attention mechanism of
the Transformer framework, and the absolute position embed-
ding P = (p1,p2,...,pr) is added to the input embedding x:

Ty =T + Pi @)

For the mark at position n, each component of its position en-
coding is calculated by the sine function and the cosine func-
tion, where the index of the component is k=1,2,...,K/2.

Es,(n) = coswgnFEagy1(n) = sinwgn ®)

Among them w; = 10000~ 2/ This method generates a
unique encoding for each position in the sequence through a
periodic function, allowing the model to recognize and exploit
positional information. On a two-dimensional image with hor-
izontal and vertical coordinates, for each position (z, y), its K-
dimensional absolute sine position embedding into equation 8
is:

Eop(z,y) = cosm(wg,o® + wi,yY) ©

Espii(z,y) = sinm(wi,a + wi,yY)

Among them, wy, = 10**/Kcos k, wy, = 10%/Xsin k.
Since the dense matching model needs to take advantage of the
continuity of the matched images, the traditional sinusoidal po-
sition encoding of the APE in the Transformer model is now
changed from a discrete position-based encoding to a continu-
ous position-based encoding. Furthermore, information about
the relative positions between tokens can be preserved by em-
ploying specific position embedding enhancement techniques
during training. First, each embedding in the sequence is trans-
formed using the S° operator with a global random shift from a
zero-mean uniform distribution, § € U(—dmaz; Omac):

S°X; = X, + e"k° (10)
Substituting equation 9, we obtain (z, y;) = (x; + da,yi + §y)

after global random offset. To further enhance and prevent
spontaneous correlations from being captured, a zero-mean uni-

formly distributed local offset is introduced, ¢; € U (—€maz, €maz)s

when(x}, y;) = (Ti + €s,i, i + €4,;). Finally, to prevent dis-
tance memory, a random global scale A is introduced, log\ ~
U (—logAmaz, 10gAmaz ), get the final (z}, y;) = (Azi, Ay;).

3. EXPERIMENTS
3.1 Datasets

The US3D dataset is a large-scale remote sensing image dataset
proposed for multiple tasks. For stereo matching, 4292 RGB
image pairs and publicly available ground truth disparity maps
are provided, and the image size is 1024*1024 pixels. These
images were collected from the World View-3 satellite and cover
the two cities of Jacksonville (JAX) and Omaha (OMA) in the
United States. In the experiments of this study, 1600 image
pairs of Jacksonville were used for training, while the remaining
image pairs of the city were used for validation and testing. All
image pairs from Omaha are used to evaluate the generalization
ability of the network. Figure 7 is an example image of the
US3D data set. From left to right, they are the left image, the
right image, and the ground truth disparity.
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WHU-Stereo is an open source dataset for stereo matching of
high-resolution satellite images, containing more than 1,700
epipolar-corrected image pairs (Li et al., 2023). Similar to the
US3D dataset, there are a total of 1981 epipolar-corrected stereo
image pairs in WHU-Stereo, of which 1757 image pairs provide
ground truth data generated from aerial LiDAR point clouds.
The dataset consists of panchromatic band images with 16-bit
depth, the size is 1024*1024 pixels, and the disparity map is
stored on 16-bit floating point values, covering six cities in
China. Among them, Shaoguan, Kunming, Yingde and Qichun
are used to evaluate the geographical generalization ability of
the deep learning model within cities; Wuhan and Hengyang
are used to evaluate the geographical extrapolation ability of
the model between cities. Figure 8 is an example image of the
WHU-Stereo data set. From left to right, they are the left image,
the right image, and the ground truth disparity.

Figure 8: Sample images in WHU-Stereo.

3.2 Evaluation metrics

‘We choose endpoint error (EPE) and 3-pixel error ratio (D1) as
the evaluation indicators of the comparison method. EPE is the
average of the Euclidean distances between the predicted value
and the true value. D1 refers to the percentage of error points in
all effective pixels on the basis that the difference between the
predicted value and the real disparity value exceeds 3 pixels,
which is considered an error.

1 R ~
EPE = > |dx — di| (11)
keT
1 R ~
D1 = Nzudk—dﬂ > ] (12)
keT

where dj, = ground-truth disparity, dy, = estimated disparity, N,
T = number and set of labelled pixels in the image, t = threshold
of erroneous disparity.

3.3 Environment and parameter

In this experiment, all deep learning model training and testing
were completed on an NVIDIA GeForce RTX 4090 graphics
card with 24GB of video memory. All models are implemented
based on the Pytorch framework. In addition, the inputs of the

semantic disparity optimization layer are set to 4 and 2 respec-
tively according to the number of channels of the images in
the US3D and WHU-Stereo data sets. The embedding dimen-
sion and patch size in layered ViT and DINO were adjusted
according to the image size to ensure that the model can effec-
tively handle inputs of different sizes. The entire model was
trained from scratch on two data sets for 200 epochs. In ad-
dition, the initial learning rate of the model was set to 0.0001,
and as the training progressed, a weight decay strategy of 0.99
was adopted when using the AdamW optimizer to optimize the
training process.

3.4 Results and Discussions

In order to fully verify the dense matching performance of the
hierarchical ViT-Stereo model, in the experiment, the dense match-
ing algorithm STTR based on position information and atten-
tion mechanism was used as the benchmark to compare the
impact of the improvement of three key modules on the per-
formance: Hierarchical ViT and DINO improve feature extrac-
tion module (FE), aggregate context enhancement path to main
matching path (CEP), and continuous enhancement position em-
bedding to relative position encoding (PE). Table 1 and Table 2
show the hierarchical ViT-Stereo results of the fusion of STTR
and CEP modules, the fusion of STTR and PE modules, and the
fusion of the three modules, covering the two indicators of EPE
error and D1 error.

On the US3D dataset, accuracy is first measured by the EPE
error. The results show that although the improvement is small,
the fusion of PE and CEP modules can effectively improve
the accuracy of the STTR model. On the basis of these two
modules, the hierarchical ViT-Stereo model further added FE,
showing a more significant accuracy improvement compared to
STTR. From the perspective of D1 index, the improvements of
PE and CEP modules are similar. After adding the FE module,
the accuracy of the hierarchical ViT-Stereo model has been sig-
nificantly improved. In the JAX part of the data set, there are
two evaluation indicators: EPE error and D1 error. It was re-
duced by 1.815 and 24.7% respectively, and it was reduced by
1.61 and 23.3% respectively in the OMA part of US3D.

Results of the WHU-Stereo showed that although the average
values of the hierarchical ViT-Stereo model in the EPE error
and D1 error indicators reached 3.31 and 29.0%, the accuracy is
significantly improved compared to the original STTR model,
which was reduced by 5.525 and 29.0% respectively, but the
improvement effect of PE and CEP modules on D1 error index
is not obvious. The EPE error index measures the average error
between the predicted disparity and the actual disparity, and the
D1 error index mainly measures the proportion of pixels in the
disparity map with an error exceeding 3 pixels. The PE mod-
ule mainly improves the pixel position accuracy of the disparity
map, but this reduction of small errors may not be enough to re-
duce the error below the threshold of the D1 error. In addition,
although the CEP module improves accuracy by aggregating
contextual information beyond the main matching path, which
may be more accurate in image predictions containing large nat-
ural landscapes such as mountains and rivers, in urban scenes
due to complex buildings and road structures, its performance
improvement is limited.

To more intuitively observe the difference in the performance of
different modules in improving the STTR model in the satellite
image dense matching task, Figure 9 shows multiple randomly
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Method US3D WHU-Stereo
JAX OMA
STTR 3.657 3.948 8.835
STTR+PE  3.354 3479 7.287
STTR+CEP 3.434 3.401 6.341
Ours 1.842 2.338 3.310

Table 1: EPE error on US3D and WHU-Stereo (Pixels)

Method US3D WHU-Stereo
JAX OMA
STTR 414 43.8 43.3
STTR+PE 36.5 35.6 433
STTR+CEP 37.1 342 46.9
Ours 16.7 20.5 29.0

Table 2: D1 error on US3D and WHU-Stereo (%)

selected predicted parallax images in the US3D data set, in-
cluding the test results of JAX and OMA generalization results.
From top to bottom are the experimental results of the origi-
nal left image, ground truth parallax, STTR model, STTR+PE
module, STTR+CEP module, and layered ViT-Stereo model.
The corresponding image numbers from left to right are JAX-
416-004-011, JAX-427-006-011, OMA-248-025-027, OMA132-
031-028, OMA-315-003-006. According to the experimental
results in Figure 9.

Compared with other models, there are some lateral textures in
the disparity images predicted by the STTR model. It is initially
believed that this phenomenon may be due to the insufficient
integration of transpolar information and sufficient position in-
formation in the matching path of the STTR model, resulting in
a lack of sufficient context information for image pairs in pixel-
by-pixel matching. In addition, the results of the STTR+PE
module and STTR+CEP show that the PE module can more
accurately maintain pixel position information when predicting
buildings and roads through improved continuous position em-
bedding technology. The CEP module based on context en-
hancement pays more attention to the integration of global in-
formation, especially showing better performance in predicting
continuous trees near buildings.

Left

Ground Truth

STTR

STTR+PE

STTR+CE

Ours

Figure 9: Results on US3D.

As for the hierarchical ViT-Stereo model that combined the
PE module, the FE module, and the feature extraction module
based on hierarchical ViT and DINO, its performance in dispar-
ity prediction is better than other models. From the perspective
of JAX-416-004-011, which contains large and complete build-
ings, that is, the first column of images in Figure 9, the results
predicted by the hierarchical ViT-Stereo model are 1.130 and
8.4% in EPE error and D1 error respectively. The results of the
STTR model are 2.429 and 34.2%, the results of the STTR+PE
module are 1.984 and 21.6%, and the results of the STTR+CEP
module are 2.106 and 22.5%. Figure 10 enlarged the original
image and the experimental results of each model. It is easy
to observe that only the hierarchical ViT-Stereo model predicts
the buildings in the red and blue boxes more completely and
clearly.

Ground Truth

SR

STTR+CE Ours

STTR+PE

Figure 10: Disparity maps on JAX-416-004-011.

Judging from the OMA132-031-028 image that contains more
continuous small buildings and trees, it is the fourth column
of images in Figure 9. The prediction results of the hierarchi-
cal ViT-Stereo model are 1.536 and 12.7% in EPE error and
D1 error respectively, results of the STTR model are 2.420 and
37.4%, the results of the STTR+PE module are 2.514 and 31%,
and the results of the STTR+CEP module are 2.361 and 23.4%.
In Figure 11, by zooming in on the original image and the ex-
perimental results of different models, the area marked by the
red box in the lower right corner of the images, including small
buildings and trees. Only the layered ViT-Stereo model can
more completely display these details. However, for the river
part in the upper left corner of the original image, almost all
deep learning models are hard to accurately predict disparity.

Figure 12 shows the visualization results of each module in the
WHU-Stereo data set test set. From top to bottom are the ex-
perimental results of the original left image, ground truth paral-
lax, STTR model, STTR+PE module, STTR+CEP module, and
layered ViT-Stereo model. The corresponding image numbers
from left to right are KM-22, QC-398, and their partial enlarge-
ment image respectively. It can be observed that similar to the
results on the US3D dataset, the results predicted by the STTR
model also have lateral texture, especially near the invalid par-
allax area.

For instance, practically all of the tiny structures near the invalid
parallax area in Figure 12’s first and second columns cannot
be predicted with any degree of accuracy. The invalid region
has a major impact on the prediction accuracy of the STTR+PE
and STTR+CEP modules on the KM-22 picture. Utilizing its
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STTR+PE STTR+CE

Figure 11: Disparity maps on OMA132-031-028.

feature extraction module, the hierarchical ViT-Stereo model
accurately predicts the tiny building groups in the top section
while minimizing the effects of invalid regions. Its D1 error and
EPE error indicators, which are 10.3% and 1.481, respectively,
are noticeably better.

For image QC-398, as shown in the third and fourth columns
of Figure 12, each model successfully displays the parallax of
each building in the red box. In addition, even in the ground-
truth disparity map, the outline of the large land mass below the
middle is not completely displayed, the disparity map predicted
by the deep learning model can still calculate the results of this
area relatively accurately. Comprehensive analysis showed that

Left

Ground Truth 2=

STTR

STTR+PE

STTR+CE

Ours

Figure 12: Disparity maps on WHU-Stereo.

although the integration of the three modules has achieved an
overall improvement in EPE error and D1 error, it proves the
effectiveness of this research method. However, through de-
tailed analysis of the ablation experimental results, it was found
that different improvement strategies have different effects on
different types of images. This discovery offered a crucial ref-
erence for subsequent optimization of single-channel images.

4. CONCLUSION

We presented the hierarchical ViT-Stereo model to perform dense
pixel matching based on location information and attention mech-
anisms, given the wide variations in the disparity range of dif-
ferent datasets. Encoding information based on the relative
positions of pixels in an image more accurately identifies oc-
cluded areas and provides confidence estimates. At the same
time, during the matching process, the context enhancement
path that integrates cross-polar features is integrated into the
main matching path, which helps to improve the global under-
standing of the model. Furthermore, it has been demonstrated
through comparative tests conducted on the US3D and WHU-
Stereo datasets that the method has significantly improved the
accuracy and robustness of disparity estimates.
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