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Abstract

Semantic change detection (SCD) in remote sensing image aims to identify semantic alterations between bi-temporal images cap-
tured at the same geographic location. SCD is extensively applied in fields such as environmental monitoring and disaster as-
sessment. Despite significant advancements in deep learning leading to numerous successful approaches, most existing methods
primarily rely on visual representation learning, thereby overlooking the potential benefits of multimodal data. Recently, vision-
language models have demonstrated outstanding performance across various downstream tasks. In this paper, we propose a novel
framework named TextSCD that leverages text-based semantic information to guide the generation of semantic change maps. Our
approach integrates Gemini to generate change descriptions between bi-temporal images and employs a multi-level semantic ex-
traction method to capture features from both images and their corresponding captions. Furthermore, we introduce a semantic
text-guided interaction module that facilitates the effective integration of visual and textual features, enhancing multimodal know-
ledge transfer and the extraction of discriminative features. This design effectively reduces false detections and omissions. We
validate the effectiveness of our model on the SECOND dataset, achieving notable improvements in overall accuracy for semantic
change detection.

1. Introduction

Our planet is undergoing substantial transformations due to
natural phenomena and persistent human activities (Gueguen
and Hamid, 2016; Kennedy et al., 2009). The rapid advance-
ments in Earth observation technology have increased access to
high-resolution image, thereby expanding the application of se-
mantic change detection (SCD) to areas such as urban planning,
disaster monitoring, and natural resource management (Ochtyra
et al., 2020; Liu et al., 2021; Zheng et al., 2021). Consequently,
accurate semantic change detection is essential for a compre-
hensive understanding of urban development processes and ef-
fective disaster monitoring.

Traditional methods for SCD predominantly rely on either
pixel-based or object-based approaches. Pixel-based techniques
(Yan et al., 2019; Wu et al., 2017) detect changes by classifying
individual pixels and comparing these classifications over time,
which aids in identifying region-specific changes and types of
alterations. Object-based approaches (Lv et al., 2020; Desclée
et al., 2006) aim to reduce pixel-level noise and focus on identi-
fying target objects; however, they face challenges in complex
scenes where segmentation quality directly affects change de-
tection accuracy.

With the advent of deep learning, image encoders for SCD, such
as convolutional neural networks (Xia et al., 2022) and trans-
formers (Zheng et al., 2022; Niu et al., 2023), have surpassed
traditional methods. An end-to-end SCD network paradigm is
illustrated in Figure 1. These methods can be further categor-
ized into single-branch, dual-branch, and multi-task approaches
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Figure 1. (a) Conventional approaches for semantic change de-
tection predominantly rely on single-modal image as input to
generate semantic change maps. (b) Our proposed text-guided
semantic change detection framework incorporates textual in-
formation through multimodal semantic interaction mechanisms,
enhancing the precision of change identification by leveraging
cross-modal contextual understanding.

(Tian et al., 2022; Cui and Jiang, 2023). Single-branch methods
label samples based on change types and feed image difference
information into a feature extraction network, directly extract-
ing features from altered target objects (Bovolo and Bruzzone,
2006). However, these methods suffer from category imbal-
ance due to the squared labeling of semantic categories in im-
age segmentation. Dual-branch methods classify images at dif-
ferent temporal instances and compute change detection res-
ults by comparing these classifications, but they are limited
by their dependency on classification results and error accu-
mulation over time, especially at object boundaries in complex
scenes (Xia et al., 2022). Multi-task frameworks, widely adop-
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ted in recent works, combine semantic segmentation and binary
change detection, achieving efficient semantic change detection
through feature sharing between different tasks. This approach
enhances feature extraction and change detection accuracy by
jointly learning related tasks (Ding et al., 2022).

Recently, vision-language contrastive pre-training has garnered
extensive attention in the field of computer vision, demonstrat-
ing superior semantic understanding by deeply learning the as-
sociations between images and text. This methodology has
been successful in cross-modal retrieval (Xia et al., 2023), video
captioning (Wu et al., 2023), and question answering (Parelli et
al., 2023). In the domain of remote sensing, multimodal data
can provide additional information to unimodal data, further
enhancing deep neural networks’ image understanding capabil-
ities (Wang et al., 2024; Duan et al., 2024; Huang et al., 2023).
For instance, Rahhal et al.(2022) proposed a textual descrip-
tion approach to improve remote sensing image retrieval. Li et
al. (2021) constructed class-level semantic representations us-
ing domain knowledge to address inconsistencies between the
visual image space and the semantic space, thereby improving
image scene classification performance. Lu et al (2023) integ-
rated textual information with a target detection framework to
supplement missing class information in limited images, enhan-
cing new class detection performance. Despite the remarkable
zero-shot performance demonstrated by CLIP, its potential for
semantic change detection in remote sensing images remains
largely unexplored.

To address these challenges, we propose TextSCD, a novel and
effective framework that leverages text-based semantic guid-
ance for fine-grained semantic change detection in remote sens-
ing images. TextSCD incorporates text modality information,
capturing rich semantic content from remote sensing data. In
the encoder, bi-temporal images are processed through a Sia-
mese neural network, while text information is encoded using
a text encoder. We then design a text-guided semantic fusion
module to effectively utilize multimodal information. Finally,
a lightweight decoder efficiently outputs the detected semantic
changes.

The principal contributions of this paper are as follows:

1. We develop a novel semantic change detection framework,
TextSCD. To the best of our knowledge, this is a pion-
eering study that incorporates multimodal vision-language
information into the semantic change detection task.

2. We introduce Gemini to generate change captions from bi-
temporal images. Additionally, we design a semantic text-
guided interaction module to leverage multimodal inform-
ation and enhance the capture of semantic changes.

3. We conduct experiments on the SECOND dataset. The
experimental results demonstrate TextSCD’s effectiveness
and superiority in accurately detecting semantic changes.
Effectively extracting and utilizing multimodal informa-
tion from images provides a new perspective for the re-
mote sensing community.

The remainder of this paper is organized as follows: Section 2
introduces the related work; Section 3 presents the architecture
of TextSCD; Section 4 discusses the experimental results on the
SECOND dataset; and Section 5 concludes the paper.

2. Related Work

This section reviews the pertinent literature, organized into two
primary domains: deep learning-based semantic change detec-
tion and vision-language pre-training for remote sensing image
analysis.

2.1 Deep Learning-Based Semantic Change Detection

SCD in remote sensing images aims to identify changes in se-
mantic categories between bi-temporal images, providing not
only the locations of these changes but also their nature (i.e.,
the transition from one class to another). Given its wide range
of applications across various fields, SCD has attracted signific-
ant research interest. Daudt et al. (2019) made substantial con-
tributions to the field by employing the canonical Fully Con-
volutional Network (FCN) architecture, achieving commend-
able results in both semantic segmentation and change detec-
tion tasks. Their approach laid the groundwork for subsequent
advancements in SCD methodologies. Building on this found-
ation, Yang et al. (2021) addressed the challenge of classific-
ation ambiguity, particularly prevalent in scenarios involving
asymmetric changes. They introduced the SECOND dataset—a
benchmark for semantic change detection—developed using a
modular approach with diverse structures. This dataset has
since become instrumental in refining and evaluating change
detection models. Advancing the state of the art, Cui et al.
(2023) proposed MTSCD-Net, a framework designed to ex-
tract multi-scale features from bi-temporal images. Their ex-
ploration of an encoder based on Swin Transformer aggreg-
ation, coupled with the use of spatial attention for decoding
with prior information, demonstrated the effectiveness of this
approach in capturing fine-grained changes. To tackle the is-
sue of limited change samples in semantic change detection,
Ding et al. (2024) introduced ScanNet, a model that synergizes
the strengths of Convolutional Neural Networks (CNNs) and
Transformer architectures. This integration enables joint spa-
tial and temporal modeling, establishing prior constraints that
balance accuracy and efficiency in detection tasks. Collectively,
these studies have significantly contributed to the evolving land-
scape of semantic change detection. By introducing innovative
solutions to address the multifaceted challenges in this domain,
they have enhanced the modeling of the intricate relationship
between semantics and changes, paving the way for more ac-
curate and efficient detection methods.

2.2 Vision-Language Pre-Training

Classical semantic change detection tasks typically follow a
pre-training+fine-tuning paradigm, wherein models are pre-
trained on datasets like ImageNet. However, such pre-training
may not fully adapt to the specific requirements of remote sens-
ing, as remote sensing images differ significantly from nat-
ural images. In contrast, multimodal learning leverages large-
scale image-text datasets for pre-training, providing richer prior
knowledge. Large-scale pre-trained vision-language models,
such as CLIP, excel at handling diverse modalities. CLIP uses
natural language as a supervisory signal to learn visual fea-
tures via contrastive learning on web-scale image-text data.
This semantic-level language supervision enables the visual
network to acquire high-quality, semantically rich visual fea-
tures, significantly enhancing performance in cross-modal and
fine-grained visual tasks. Given the strong performance of
large-scale vision-language pre-training, multimodal learning
has garnered considerable attention for downstream tasks, prov-
ing effective across various computer vision domains, including
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Figure 2. Overview of the proposed TextSCD framework. During training, the model is jointly fed the original images and correspond-
ing captions, with the semantic text-guided interaction module enhancing the change detection process.

super-resolution (Zhang et al., 2024), object detection (Wei et
al., 2024), and image segmentation (Zhou et al., 2023). Motiv-
ated by this progress, we aim to develop an effective framework
to adapt the CLIP model for the semantic change detection task.

3. Methodology

Inspired by the success of large-scale pre-trained vision-
language models, such as CLIP (Radford et al., 2021)) in down-
stream tasks, we construct a multimodal encoder that integrates
CLIP text encoder with the ResNet34 image encoder. Sub-
sequently, the text-guided module is proposed to facilitate the
fusion of image and text features. Finally, we choose a simple
yet effective decoder to restore features to the original resolu-
tion. The proposed framework TextSCD is shown in 2.

3.1 Problem Formulation

The conventional paradigm of semantic change detection tasks
is framed as the process of ingesting a pair of multi-temporal
remote sensing images (e.g., x1, x2) and employing a semantic
change detection network (e.g., θscd) to produce a feature map
indicative of semantic changes. This network is engineered to
learn a predefined change detection function Fscd correspond-
ing to the change detection task. It can be articulated as:

Fm = Fscd(x1, x2; θscd). (1)

Traditional approaches predominantly leverage datasets pre-
trained on ImageNet, which are devoid of remote sensing spe-
cific prior knowledge. Our research delves into harnessing tex-
tual information to surmount the semantic comprehension defi-
ciencies inherent in conventional image tasks, augmenting the
model’s semantic understanding of images, and pioneering a
novel paradigm for semantic change detection in remote sens-
ing image. Consequently, the semantic change detection task is
redefined as:

Fm = Fscd(x1, x2, Ttext; θscd). (2)

3.2 The Architecture of TextSCD

3.2.1 Multimodal Encoder The image encoder in the se-
mantic change detection task takes the multi-temporal remote
sensing images as input. To extract both spatial and deep in-
formation effectively, we employ ResNet34 as the base feature
extractor. The encoding process can be represented as follows:

F 1
img = FI

v (x1), (3)

F 2
img = FI

v (x2), (4)

where x1 ∈ RH×W×C and x2 ∈ RH×W×C represent the
multi-temporal remote sensing images, with H and W denot-
ing the height and width of the images, and C representing the
number of channels. FI

v is the image encoder.

We employ a text semantic encoder that transforms the given
text Ttext into an embedding space, which captures the semantic
nuances essential for the change detection process. Leveraging
the pre-trained CLIP model, renowned for its efficacy in text
feature extraction, we freeze the weights of the text encoder to
preserve linguistic consistency. This transformation is repres-
ented as:

Ftext = FI
t (Ttext), (5)

where Ftext ∈ RL×Dt represents the text semantic feature, L
is the length of the text sequence, and Dt is the dimension of
the text features. FI

t is the text encoder. The features extracted
from different yet semantically analogous texts must be in close
proximity within the reduced Euclidean space.

3.2.2 Semantic text-guided interaction module To ensure
the text feature generated by the text semantic encoder can
guide the change process of visual perception, we propose a
text-guided interaction module (TGI) to fuse visual and text
features, generating context-rich feature representations. Spe-
cifically, we model the bi-temporal images with an MLP,

F i
Diff = MLP ([xi

1;x
i
2;x

i
diff ]), (6)

where [; ] denotes the concatenation along the channel dimen-
sion. The concatenated features pass through the MLP module
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to extract spatiotemporal correlations, generating bitemporal
aggregated features.

The input of TGI is the visual feature FDiff ∈ RC×H×W and
text feature Ftext ∈ RL×Dt . The total length of text L is 50
for the expression-based setting. We apply a linear transforma-
tion to the text features to align their dimensions with those of
the visual features. To utilize multimodal information and cap-
ture semantic information changes, we employ a cross-attention
mechanism guided by the text features, as shown in Figure 3.
This enables the visual features to attend to the most relevant
textual descriptions, enhancing the discrimination of semantic
changes. The fused features are then incorporated back into the
original visual feature representation using a residual connec-
tion, preserving essential spatial details while integrating tex-
tual guidance. The process is as follows:

F i
o = F i

Diff + CrossAtten(LN(F i
Diff ), LN(Ftext)),

(7)
where CrossAtten(·) means cross attention, i ∈ (1, 2, 3) de-
notes the index of feature layers, LN(·) denotes Layer Normal-
ization (Lei Ba et al., 2016). The attention weights are multi-
plied by the value vector (Ftext) to generate the output features.
We also use a residual connection to add the fused features to
the original visual features.

Image Features

Multi-head 
attention

add & norm

Feed 
Forward

add & norm

Text Features

Fused Features

Flatten

···

···

Transformer layers

Figure 3. Illustration of the semantic text-guided interaction mod-
ule.

3.2.3 Decoder Different complex designs of existing meth-
ods, we employ a simple decoder, which shows the effective-
ness of TextSCD. Specifically, we perform upsampling and re-
construction of feature maps for semantic segmentation tasks.
Upon initialization, it sets up a series of sequential layers, in-
cluding both convolutional and transposed convolutional layers,
to progressively upscale feature maps from the encoder. The
upsampling process for each layer can be represented as:

pji ← Deconv4×4(Conv1×1(p
j
i+1)) + pji , (8)

where i represents the layer index. After upsampling to the
original resolution, a 2D convolution with a kernel size of 3×3
is applied as the classifier to generate the probability map.

3.2.4 Loss Function The loss functions employed to super-
vise the learning of TextSCD include dice loss (Milletari et al.,
2016), cross-entropy loss, and cos similarity loss (Ding et al.,
2022).

Ldice = 1−
2
∑N

i=1 pigi∑N
i=1 p

2
i +

∑N
i=1 g

2
i

, (9)

where N is the total number of pixels in the image. pi and gi
take binary values (0 or 1).

Lbce(Y, P ) = − 1

N

N∑
i=1

[Yi log2 Pi + (1− Yi) log2(1− Pi)],

(10)
where Y and P denote the ground truth and predicted change
map, respectively, and N is the number of total pixels of a
change map.

Lsim =


1− cos

(
P i,j
1 , P i,j

2

)
, if GT i,j = 0

cos
(
P i,j
1 , P i,j

2

)
, if GT i,j = 1

(11)

where P i,j
1 , P i,j

2 denote the predicted maps in (i, j), GT i,j

represents the ground truth, cos denotes the function of cosine
similarity.

L = Ldice + Lbce + Lsim. (12)

4. Experiments

4.1 Experimental Settings

Implementation details. We resize the image to 512 × 512.
The training batch size is set to 8, with an initial learning rate
of 0.1. The Stochastic Gradient Descent (SGD) optimizer is
utilized with a momentum of 0.9 for faster convergence and a
weight decay of 5×10−4 to prevent overfitting. For the text en-
coder, we use the pre-trained weights on CLIP (ViT-B-16). All
experiments are executed on two NVIDIA 3090 GPUs within
the pytorch framework.

Dataset. To validate the effectiveness of our model, we use
the commonly used SECOND dataset (Yang et al., 2021). The
resolutions range from 0.3m to 0.5m. This dataset focuses on
detecting changes across six distinct land cover types: non-
vegetated ground, trees, low vegetation, water, buildings, and
playgrounds. The ratio of training and testing is 4:1.

Evaluation metrics. We use four common evaluation metrics
to assess the performance of the semantic change detection al-
gorithm, including OA, mIoU, SeK and F1. OA represents the
numeric ratio between the correctly classified pixels and the
total image pixels, while mIoU and SeK are calculated based
on the discrimination of change/no-change classes. F1 specific-
ally focuses on the accuracy obtained in the change areas.

Text rephrasing. For the change captioning of the bi-temporal
remote sensing images, we adopt Gemini to generate change
descriptions using this instruction: Change detection task: Use
a sentence to summarize the differences in buildings, roads, ve-
getation, etc.

4.2 Results and analysis

We adopted an encoder-decoder framework that utilizes text
guidance to generate semantic change detection maps. The
quantitative experimental results on the SECOND dataset are
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Figure 4. Qualitative semantic change detection results of various
comparative methods on the SECOND dataset.

presented in Table 1, it reports the comparative experimental
results of TextSCD on the SECOND dataset against other clas-
sical and the latest semantic change detection methods, includ-
ing HRSCD-S4 (Daudt et al., 2019), SCDNet (Peng et al.,
2021), MTSCD (Cui and Jiang, 2023), HGINet (Long et al.,
2024).

Table 1. Comparison of Different Semantic Change Detection
Methods

Method F1 mIoU OA SeK
HRSCD-S4 57.04 69.94 85.97 16.72
SCDNet 59.34 71.28 86.57 19.26
MTSCD 60.50 71.52 86.70 20.26
HGINet 61.02 71.54 87.21 21.28
Baseline 60.67 72.25 87.18 20.90
+TGI (TextSCD) 61.90 72.38 87.67 21.66

From this table, we can see that HGINet significantly outform
the other comparative methods, this enhancement is mainly
attributed to the introduction of GCN can effectively model
the interaction of bi-temporal images. Our proposed TextSCD
achieves the best performance across four SCD evaluation met-
rics, which improved the F1 score by 0.88% and mIoU score
by 0.84% compared with the state-of-the-art method. Figure
4 demonstrates qualitative semantic change detection results of
various comparative methods on the SECOND dataset. The res-
ults show that the proposed TextSCD can effectively mitigate
false detections and omissions. The baseline of our model uses
a ResNet34 encoder to process the features of dual-time remote
sensing images, rather than utilizing multimodal features as in
the method presented in this paper. Unlike previous methods,
the text-guided interaction module in TextSCD helps to extract
richer semantic information, which plays a crucial role in mit-
igating false negatives and missed detections. This combination

of the visual and textual branches enables TextSCD to outper-
form the baseline methods by effectively reducing errors in the
RSICD task.

5. Conclusion

In this paper, we propose TextSCD, a novel text-guided se-
mantic change detection framework for high-resolution remote
sensing images, called TextSCD that fully leverages informa-
tion from multiple modalities. In the first stage, we innovat-
ively introduced Gemini to generate change descriptions for re-
mote sensing images, employing a multimodal encoder to ex-
tract both textual and visual features. In the second stage, we
proposed a semantic text-guided interaction module that effect-
ively fuses image and text features under the guidance of tex-
tual information. Finally, a simple yet effective decoder was
utilized to generate semantic change maps. Experimental res-
ults demonstrate that our semantic text-guided guided method
provides sufficient proposals for the SCD task, achieving a high
F1 score and improving the accuracy of semantic change de-
tection compared to classical and state-of-the-art methods. In
future work, we will explore the integration of multimodal in-
formation in semi-supervised or unsupervised semantic change
detection tasks to overcome challenges associated with pixel-
level annotations.
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