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Abstract

Recently, there has been growing interest in the development of 3D multi-view, multi-object detection and tracking models (MV-
MOD and MV-MOT), resulting in significant methodological advances. However, many of these developments do not address the
critical challenge of generalization across different camera constellations, i.e., having camera constellations that differ between
training and testing, limiting their effectiveness in real-world applications. A key factor often overlooked is the influence of the
direction of the optical axis during image capture, which is not adequately propagated in the model. In this work, we propose a novel
convolutional neural network-based method for 3D MV-MOD and MV-MOT that enhances generalization by incorporating the
direction from which the images were captured as an additional input to this network. For each image, this directional information
is combined with the 2D features extracted from that image, before 3D features are computed, using the 2D features from all
images. We empirically evaluate the performance of the proposed method on the real-world Wildtrack dataset, demonstrating the
effectiveness of the proposed approach.

1. INTRODUCTION

3D multi-view multi-object tracking is the task of using images
from multiple cameras to detect and track objects in a scene.
This task is typically performed in 3D, where an occupancy
map of the objects represented in the bird’s eye view (BEV)
is used to locate and track these objects. The input to a model
addressing this task consists of images and the intrinsic and ex-
trinsic parameters of the cameras for each view at each time
stamp, while the output consists of the object occupancy map as
a function of time, along with a unique ID for each tracked ob-
ject. 3D MV-MOT plays a crucial role in a variety of real-world
applications, including pedestrian safety, autonomous driving,
and sports analysis. Many recent approaches follow a similar
scheme, where feature maps from multiple views are projected
onto a common plane or into a common volume in 3D object
space. Subsequently, BEV features are computed and used for
BEV-based detection and tracking. However, the camera para-
meters are only applied during the projection step, meaning the
model does not further take into account the view-point from
which an image was captured when combining feature maps
from various images. Consequently, the model learns to handle
features from different cameras only in the specific configura-
tion it was trained on. For example, in a setup with two cameras
pointing in similar directions and capturing an object from the
front, and a third camera capturing the same object from the
back, the model should treat the rear view features differently
from those captured from the front. This distinction is import-
ant because the features can be significantly different. However,
if the model learns to always handle features from cameras 1
and 2 differently from those from camera 3, changing the cam-
era configuration will reduce the model’s ability to generalize.

To address this limitation, we propose a novel method that in-
corporates the direction from which an image was captured dir-
ectly into the associated projected features. Thus, our method
∗ Corresponding author

can distinguish between image features that are captured from
similar directions and, therefore, should have similar represent-
ations in 3D object space, and image features that are captured
from different directions and thus may be different although
referring to the same object. While the proposed method is
generally applicable to objects of various types, this paper fo-
cuses on pedestrian tracking. The contribution of this paper
is a novel method which combines parameters of the extrinsic
and intrinsic orientation with image feature maps, allowing the
model to infer the direction from which each image was cap-
tured.

2. RELATED WORK

MV-MOT describes a scenario in which a number of cameras
in a scene carry out the task of multi-object tracking. The cam-
eras can have overlapping or non-overlapping fields of view,
and they can be stationary or mounted on a moving platform.
Generally, MV-MOT can be divided into three main steps:

1. Object Detection: Detect objects of interest in each image
from each camera view.

2. Spatial Association: Match detections across views by as-
sociating those captured from the different cameras

3. Temporal Association: Link detections across consecutive
time stamps to track the objects over time

In many approaches (You and Jiang, 2020; Ong et al., 2020;
Cheng et al., 2023), each step of the MV-MOT task is per-
formed separately. Typically, the first step involves using a
state-of-the-art detection model, such as (Ren et al., 2016; Ge
et al., 2021). The use of advanced detection models in the first
step allows for better generalization across multiple scenes, as
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single-view object detection models have been extensively re-
searched in recent years (Ren et al., 2016; Carion et al., 2020;
Zhu et al., 2020). Recently, with the advancement of end-to-
end MV-MOD models (Hou et al., 2020; Hou and Zheng, 2021;
Song et al., 2021), new end-to-end tracking models have been
developed, as MV-MOD deals with the first two steps of MV-
MOT, namely, object detection and spatial association. This
enables the joint optimization of all three steps in MV-MOT
during training. Both, end-to-end trainable methods for MV-
MOD and MV-MOT are discussed in the flowing sections.

2.1 End-To-End MV-MOD

End-to-end multi-view multi-object detection models detect ped-
estrians in each view and associate the detections between the
views of a single epoch. Generally, these approaches follow a
similar paradigm, which can be divided into three main steps.
First, image feature maps extracted from the different views
are projected onto a common ground plane (Hou et al., 2020;
Hou and Zheng, 2021; Vora et al., 2023) or into a common 3D
feature volume represented by a voxel grid (Song et al., 2021;
Harley et al., 2023; Aung et al., 2024). Second, the projected
features are aggregated to create common BEV-features. Third,
the aggregated BEV-features are used as input to a detection
head to predict the BEV positions of the pedestrians. Some
methods add a 2D detection head to detect pedestrians in each
of the input images (Hou et al., 2020; Hou and Zheng, 2021),
which helps to achieve higher activations at pedestrian locations
and thus to extract more meaningful feature maps. Other meth-
ods use a non-parameterized layer for the BEV aggregation step
(e.g., an average pooling layer) to handle a variable number of
images and thus to augment the number of images used during
training (Vora et al., 2023); and some weight the image features
before projection (Aung et al., 2024), emphasizing regions of
interest, i.e., pedestrian locations.

Despite advancements in the field, a key limitation of current
approaches is their inability to generalize across different scenes
or even the same scene captured from different views, as shown
in (Vora et al., 2023; Teepe et al., 2024b). One reason for this
limitation is that the projected features do not contain informa-
tion about the direction from which the images were captured.
Consequently, such models learn to handle features from differ-
ent images only in the specific configuration they were trained
on. Additionally, some of the methods use a homography to
project image feature maps onto a common plane in 3D ob-
ject space, commonly assumed to be a ground plane. However,
this approach is suboptimal for objects above the ground plane
as such objects violate the assumption inherent in the homo-
graphy, i.e., that every 3D object point is located on a 2D plane.
In such cases, only the position of the feet is accurately projec-
ted, while other body parts are misaligned and projected into
different directions depending on the position of the camera,
resulting in distorted patterns and shadow-like artifacts. This
distortion becomes larger the more parallel the optical axis of a
camera is to the ground, resulting in very elongated projections.
These distortions result in the fact that features belonging to the
same body part of the same person lie at different positions in
the assumed plane, meaning that such features cannot be ag-
gregated in a straightforward manner, i.e, by averaging or by
convolution.

In so-called 3D feature pulling, or simply 3D-pulling, as presen-
ted by Harley et al. (2023), a 3D voxel grid is generated in ob-
ject space and the voxels are projected into the image space of

each camera, creating a mapping between the 3D voxels and
their corresponding pixel coordinates. However, the actual 3D
position of an object is only determined by combining features
from multiple images. This contrasts with 3D feature lifting,
where 3D positions are initially estimated independently per
image. 3D feature lifting, which was introduced in (Philion
and Fidler, 2020), estimates the depth for each pixel along the
corresponding camera ray using a trainable layer to simulate
a point cloud from the camera image. The estimated depth is
used to project the image features along the corresponding cam-
era ray, generating a point cloud within each camera frustum.
These point clouds are then mapped into a shared voxel grid.
Harley et al. (2023) and Teepe et al. (2024b) showed that the 3D
lifting approach achieves results similar to 3D feature pulling.
However, as shown in (Teepe et al., 2024b), this type of projec-
tion method has proven to be less robust to scene changes where
the inference scene differs from the training scene, compared to
the non-parametric 3D-pulling. This finding makes 3D-pulling
an attractive option for robust multi-view detection. In addition,
its non-parametric nature makes it immune against any overfit-
ting issues in the projection step.

In the context of object geotagging, Nassar et al. (2020) pro-
posed a method that leverages soft geometry constraints based
on the geo-location of camera poses to identify the same ob-
ject across two views. Their approach employs a Siamese net-
work architecture which processes pairs of images by concat-
enating camera pose information (e.g., image geolocation and
the heading angle of the object inside the image) with image
crops. These combined features are then decoded using a CNN
to re-identify the same object in the second view. In contrast to
Nassar et al. (2020), which focuses on object geotagging using
two images, our model addresses multi-view multi-object de-
tection and tracking. While their approach is limited to pairwise
comparisons via Siamese networks, our method is designed to
handle multiple camera views simultaneously.

2.2 MV-MOT

Research in MV-MOT has so far been relatively limited com-
pared to single-view multi-object tracking (SV-MOT). MV-MOT
models can be broadly classified into three main categories.
The first category uses SV-MOT models, such as (Nguyen and
Heipke, 2020; Henschel, 2021; Zhang et al., 2022), to address
pedestrian detection and temporal association tasks. This is fol-
lowed by spatial association, which utilizes epipolar geometry
to find correspondences based on locations on the ground plane
(Hu et al., 2006; Xu et al., 2016). In the second category, the
models first solve the spatial association task, followed by the
temporal association as done in (Nguyen et al., 2022; Cheng
et al., 2023). ReST (Cheng et al., 2023) uses a Graph Neural
Network for the tracking task. In this model, the nodes of the
graph, which represent individual tracked pedestrians, are de-
termined based on the appearance, position, and speed of the
pedestrians. The position is defined by the feet of the pedestri-
ans, represented by the midpoint of the bottom of their bound-
ing boxes, using a homography, while the speed is represented
as the difference in position between two frames. The edges of
the graph encode the relationships between pedestrians across
frames, representing temporal and spatial associations. A major
drawback of such models is their dependence on the accuracy
of the bounding box predictions. If the position of the feet is
incorrectly predicted, e.g., due to occlusion, a common prob-
lem in tracking tasks, this can lead to incorrect projections and
consequently incorrect spatial associations.
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Figure 1. The figure illustrates the model’s training and inference setups. The areas used only during training are enclosed within a
dashed red box, while the areas used only during inference are enclosed within a dashed blue box. The input views are first encoded,

and the resulting image feature map, combined with the intrinsic and extrinsic parameters, are used to compute directional feature
maps, which are projected into a 3D voxel grid for each image. The 3D voxel grids from the different images are then aggregated into

a common 3D voxel grid, from which BEV features are extracted using a 2D convolutional layer. These BEV features are
subsequently used to predict the BEV positions of pedestrians. Finally, these detections, along with their corresponding

re-identification features, are utilized to associate detections into tracklets.

The last category is end-to-end MV-MOT. Many papers have re-
cently discussed end-to-end SV-MOT (Zhou et al., 2020; Zhang
et al., 2021; Ali et al., 2023), which is strongly driven by the
significant improvements in single-view object detection ap-
proaches. However, the same cannot be said regarding end-
to-end MV-MOT as only a few works have addressed this task.
End-to-end MV-MOT is similar to end-to-end MV-MOD in that
it follows the same first three steps: feature projection, aggreg-
ation, and detection. However, MV-MOT may include an ad-
ditional re-identification head, as in (Teepe et al., 2024a). Al-
ternatively, in (Engilberge et al., 2023; Teepe et al., 2024b), the
aggregated features from frame t are concatenated with the ag-
gregated features from frame t − 1 and are used as input to a
BEV tracking head that predicts the motion of each detection in
BEV space.

As object tracking methods are usually built on top of existing
object detection methods, they typically inherit the drawbacks
of the respective detection model. For example, (Engilberge
et al., 2023; Teepe et al., 2024a) use a homography to project
image features onto a common plane, which leads to the afore-
mentioned shadow-like distorted features. On the other hand,
(Teepe et al., 2024b) experimented with 3D-lifting for the pro-
jection step and report robustness problems. This could be due
to overfitting of the model to the trained views, preventing it
from generalizing effectively.

3. A New Method for Robust Pedestrian Detection and
Tracking including Viewing Direction

Given a set of N images Ii,t, i = 1, 2, ..., N captured at a time
step t by N synchronized cameras with known extrinsic and
intrinsic parameters, our method predicts the 2D positions of
the observed pedestrians on a ground plane in the bird’s eye
view as a function of time. The method builds on the main
ideas used in MV-MOD, namely, MvDet (Hou et al., 2020)
and EarlyBird (Teepe et al., 2024a), with the use of 3D fea-
ture pulling instead of using a homography to project the image
features onto a common plane. Additionally, we introduce a
novel layer that generates directional feature maps, incorporat-
ing camera intrinsic and extrinsic parameters. This enables our

method to consider the directions from which the images have
been captured when fusing features from different images after
3D feature pulling. Our method can be broken down into six
main parts, as shown in Figure 1:

1. For each image Ii,t, the feature map is extracted using a
ResNet18 backbone CNN (He et al., 2016), chosen for its
compact size, which reduces the computational resources
needed to process multiple images as input.

2. For each image, the method generates a directional feature
map; these are described in more detail in the next section.

3. The directional feature map of each image is projected into
a 3D voxel grid, generating a 3D feature volume for each
image.

4. All the 3D feature volumes from the different images are
aggregated to create a common 3D feature volume. The
aggregation is done using average pooling.

5. A Resnet-18 based decoder is used to extract BEV features
from the aggregated 3D feature volume.

6. Both, image and BEV features, are used to compute ped-
estrian re-identification (re-ID) features in the re-ID head,
while only the BEV features are used as input to the BEV
detection head to predict the BEV positions of the pedes-
trians.

7. Tracklets are generated based on the BEV detections of the
current frame and the re-identification features of both the
current and the previous time step.

3.1 Directional Feature Map

Image feature maps which are the output of the image encoder,
in our case ResNet18, and so-called directional masks are used
to calculate directional feature maps, one for each image. The
directional mask is a 2D matrix with size (w × h × 3), where
w and h are the width and height of the corresponding image
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feature map. Each pixel of the matrix contains a unit vector rep-
resenting the direction from the projection center of the camera
to that pixel. To compute the mask, we follow these steps:
Given an undistorted image, the rotation matrix R describing
the rotation between image and object coordinate system, and
the intrinsic parameters, i.e, the coordinates of the principal
point u0, v0 and the camera constant c, the directional mask
can be calculated using the following equations:

d =
1

λ
R


 u

v

0

−

 u0

v0

c


 (1)

d̂ =
d

|d| (2)

where u, v are the pixel coordinates in the image coordinate sys-
tem, λ is a scaling factor which can be ignored as we normalize
the calculated vectors, d is a vector from the projection center to
the object point while d̂ is the unit vector in the same direction.
The directional mask is obtained by computing d̂ for each pixel
in an image. Afterwards, the directional mask is concatenated
with the respective image feature map, and fed into a convo-
lutional block. The convolutional block consists of a 3×3 2D
convolution layer, followed by a ReLU activation layer, and a
1×1 2D convolution, producing an output feature map to which
we refer to as directional feature map.

3.2 3D Feature Pulling

In 3D feature pulling, a predefined discrete voxel grid V ∈
NX×Y ×Z in the object coordinate system is projected into the
image plane of each camera similarly to (Harley et al., 2023).
Here, X and Y represent the number of discretization steps
along the tow horizontal directions of the ground plane, while
Z denotes the number of discretization steps along the vertical
dimension. For each voxel, the directional feature map is then
sampled in each image using bilinear interpolation, creating N
3D feature volumes, one for each camera. Since not all voxels
are guaranteed to fall within the frustum of a given camera,
some voxels will end up outside of some of the images, these
voxels are filled with zeros. The projection of the voxel grid
into image space of a camera is calculated using the collinear-
ity equations: u

v

0

−

 u0

v0

c

 = λRT


 x

y

z

−

 x0

y0

z0


 (3)

Where x0, y0, z0 are the coordinates of the projection center in
object coordinate system and x, y, z describe the position of an
object point in the object coordinate system.

3.3 BEV Feature Extraction

Similar to (Vora et al., 2023), we employ a non-parametric pool-
ing layer to aggregate the N 3D feature volumes into a common
3D feature volume. The choice of a pooling layer, as in (Vora
et al., 2023), is motivated by its permutation invariance, en-
suring that the operation is unaffected by the order in which
images from different views are processed. Additionally, since
the pooling layer is non-parametric, it reduces the risk of over-
fitting introduced by this aggregation step. Similar to (Vora et

al., 2023), we choose to use an average-pooling layer. After
the pooling step, features along the Z-axis are concatenated and
used as input to the Resnet-18 based decoder block to extract
BEV features.

3.4 Prediction Heads and Losses

Prediction Heads The architectures of the BEV detection, 2D
detection and the re-identification heads follow (Teepe et al.,
2024a). The BEV detection head predicts an occupancy map
on the ground plane and an offset to the center point of these
predicted cells to mitigate quantization errors that may arise
from the grid-based representation. To help the model focus on
pedestrian-related features, the 2D detection head predicts the
centers of the 2D bounding boxes, which contribute to higher
activations at pedestrian positions. The re-identification head is
used to predict distinctive features for each pedestrian, allowing
them to be differentiated from one another. These features are
extracted from both, BEV features and the image feature maps.

Losses BEV detections are optimized using a focal loss while
the offsets are optimized with an L1 loss. Following Kendall et
al. (2018), an uncertainty term is used to automatically balance
the single-task losses before combining them. The idea is that
instead of using fixed weights for different loss terms, the model
learns to balance them automatically by predicting uncertainty
parameters. Similar to the re-identification method used in Fair-
MOT (Zhang et al., 2021) re-identification is achieved by learn-
ing re-ID features through classification and metric learning,
from both, the BEV and the image feature maps. The classi-
fication branch treats each identity as a distinct class and uses
cross-entropy loss to learn discriminative features. The identit-
ies are the unique IDs given to each pedestrian in the training
dataset. The metric learning component ensures that embed-
dings of the same identity are pulled closer together in feature
space while pushing different identities apart; we use the Sup-
Con Loss (Khosla et al., 2020) for this step. The model loss is
the sum of all the mentioned losses.

3.5 Tracking

Tracking is achieved in two steps, following the approach out-
lined in (Chen et al., 2018) and using the same thresholds as
(Teepe et al., 2024a). In the first step, tracklets are initialized
based on the predictions in the BEV. In subsequent timestamps,
the BEV predictions are linked to existing tracklets using the
following steps: The re-ID features and the motion prediction
based on a Kalman Filter (Kalman, 1960) with a constant velo-
city assumption, computed from the frames t− 2 and t− 1, are
used to generate initial tracking results for frame t. The pro-
cess employed in the following is similar to DeepSORT (Wojke
et al., 2017), where the Mahalanobis distance Dm is calculated
between the predicted and the detected position. Additionally,
the cosine similarity Dc between ID-features of detections in
the previous and current time step are calculated, and both dis-
tances are combined into D = γDc + (1− γ)Dm where γ is a
weighting factor set to 0.98. At this step, the Mahalanobis dis-
tance is set to infinity if it is larger than 0.4m to prevent unreal-
istic motion trajectories. At the end of this step, detections are
matched to existing tracks using the Hungarian method (Kuhn,
1955). Note that typically not all detections are matched, e.g.,
due to occlusions or inaccuracies in BEV detection, which can
lead to errors in motion prediction. In the second step, the
model attempts to match previously unmatched detections by
increasing the Mahalanobis distance threshold from 0.4m to
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Method MODA% MODP% Prec.% Recall% IDF1% MOTA%
MVDet (Hou et al., 2020) 88.2 75.7 94.7 93.6 - -
GMVD (Vora et al., 2023) 86.7 76.2 95.1 91.4 - -
SHOT (Song et al., 2021) 90.2 76.5 96.1 94.0 - -

MVDeTr (Hou and Zheng, 2021) 91.5 82.1 97.4 94.0 - -
(Aung et al., 2024) 94.1 78.8 96.4 97.7 - -

ReST (Cheng et al., 2023) - - - - 86.7 84.9
EarlyBird (Teepe et al., 2024a) 91.2 81.8 94.9 96.3 92.3 89.5

TrackTacular (3D-Pulling) (Teepe et al., 2024b) 92.1 76.2 97.0 95.1 95.3 91.8
Our (w.o. Directional Information) 88.7 81.7 94.1 94.6 90.0 86.5

Our (Directional Features) 89.3 81.7 93.7 95.7 92.0 87.4
Our (Simplified Directional Features) 89.0 81.5 93.6 95.5 91.6 87.8

Table 1. Comparison of our method to various state-of-the-art detection and tracking methods with training and inference on all 7
views.

2.5m. If a detection still does not find a match, it is classified as
a new track. Finally, tracks without matches for 10 consecutive
frames are ended.

4. Experiments

4.1 Datasets and Metrics

WildTrack is a real-world multi-view dataset consisting of im-
age sequences captured by seven cameras at a size of 1920 ×
1080 pixels, each comprising of 400 frames per camera, annot-
ated at two frames per second. The dataset covers an area of
12m × 36m × 2m, which is quantized into a 480 × 1440 × 4
grid with a cell size of 2.5 cm² in the X and Y directions and
50 cm in the Z direction. The extension in Z has been chosen
to be 2m as it approximately represents the maximum height of
an adult human. Following Chavdarova et al. (2018), Vora et
al. (2023) and Teepe et al. (2024a), we use the first 90% of the
frames for training and the last 10% for testing. Figure 2 shows
the distribution of the cameras used in the WildTrack dataset,
along with the frustums of their fields of view, illustrating the
coverage from each camera.

Figure 2. The distributions of the cameras used in WildTrack
dataset, along with the frustums of their fields of view and the

overlap between the cameras fields of view in BEV.

We use the WildTrack dataset because it offers a real-world
multi-view setting with pedestrian annotations, making it suit-
able for evaluating our model’s performance in multi-camera
pedestrian detection and tracking. Additionally, it allows com-
parison with state-of-the-art models for generalization to new
camera configurations, where camera positions differ between
the training and test sets.

Detection Metrics We utilize the standard evaluation metrics
proposed in (Chavdarova et al., 2018) to assess the perform-
ance of our multi-view detection model. Comparisons with the
ground truth are based on the Euclidean distance between the

predicted and the ground truth BEV position (GT) of a pedes-
trian. A detection is classified as a true positive, if it falls within
a radius of r = 0.5m around the GT, which approximately cor-
responds to the average radius of a human body. The primary
performance indicator is Multiple Object Detection Accuracy
(MODA), which accounts for normalized missed detections and
false positives, considering both, false negatives and false posit-
ives. MODA is computed as: MODA = 1− FP+FN

GT
where n

is the number of GT pedestrians, and FP and FN are the false
positives and false negatives, respectively. We also use Multiple
Object Detection Precision (MODP) to assess localization pre-
cision:
MODP =

∑
1−p[p<s]/s

TP
where p is the distance from a de-

tection to its GT, s is a threshold set to 0.5m to ascertain true
positives, and TP is the count of true positives. Additionally,
precision and Recall are computed.

Tracking Metrics To evaluate the tracking performance quant-
itatively, we utilize Multiple Object Tracking Accuracy (MOTA)
(Bernardin and Stiefelhagen, 2008) and the Identity-F1 score
(IDF1) (Ristani et al., 2016). These metrics provide a thorough
evaluation of tracking quality. MOTA combines three different
error metrics, including identity (ID) switches, false positives,
and false negatives, to calculate a single score. By summing up
these metrics over all epochs and dividing the sum by the total
number of pedestrians in all epochs, we obtain the total error
rate, with MOTA being: MOTA = 1− FN+FP+IDSW

GT
.

The IDF1 score specifically assesses the accuracy and consist-
ency of pedestrian identifiers and their trajectories by combin-
ing ID precision (IDP) and ID Recall (IDR) using their har-
monic mean: IDF1 = 2×IDP×IDR

IDP+IDR
.

IDP quantifies the proportion of true positives relative to the
total of true positives and false positives, while IDR measures
the proportion of true positives against the total of true positives
and false negatives.

4.2 Implementation Details

To reduce memory usage, the images are first resized to an
input resolution of 1280 × 720 pixels, similar to (Hou et al.,
2020). For augmentation during training, we follow (Hou and
Zheng, 2021; Harley et al., 2023): we apply random resizing
and cropping on the RGB input, in a scale range of [0.8,1.2]
and adapt the camera intrinsic matrix K accordingly. We train
the detector using an Adam optimizer with a one-cycle learning
rate scheduler with a maximum learning rate of 10−3. Training
with a batch size of 1, while accumulating gradients over sev-
eral batches, we reach an effective batch size of 8. To initialize
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Method Inference on {2, 4, 5, 6} Inference on {1, 3, 5, 7}
MODA MODP Prec Recall MODA MODP Prec Recall

Tr
ai

ne
d

on
{2

,4
,5

,6
} MVDet (Hou et al., 2020) 85.2 72.2 92.6 92.5 43.2 68.2 94.6 45.8

MVDeTr (Hou and Zheng, 2021) 75.4 79.5 96.9 77.9 41.7 73.7 92.0 45.7
SHOT (Song et al., 2021) 81.9 74.1 94.1 87.4 51.4 72.5 94.4 54.6
GMVD (Vora et al., 2023) 84.0 72.9 92.4 91.6 75.1 71.1 94.3 79.9

EarlyBird Teepe et al. (2024a) 91.0 81.5 96.8 94.1 78.1 79.9 94.9 82.5
Our (w.o. Directional Information) 86.4 80.0 95.8 90.4 76.5 80.1 95.4 80.4

Our (Directional Features) 86.9 79.8 96.1 90.6 78.8 79.9 96.4 81.8
Our (Simplified Directional Features) 86.2 79.6 95.6 90.4 77.9 79.3 95.9 81.4

Tr
ai

ne
d

on
{1

,3
,5

,7
} MVDet (Hou et al., 2020) 27.8 68.7 90.8 31.0 78.2 73.6 89.5 88.6

MVDeTr (Hou and Zheng, 2021) 5.6 65.5 62.4 14.0 72.5 78.9 95.0 76.5
SHOT (Song et al., 2021) 15.3 62.9 89.2 17.4 79.7 76.4 95.7 83.5
GMVD (Vora et al., 2023) 62.6 67.4 86.7 73.9 80.8 74.0 94.2 86.0

EarlyBird (Teepe et al., 2024a) 85.9 78.5 96.9 88.4 85.9 78.5 96.1 89.5
Our (w.o. Directional Information) 75.8 78.5 91.9 83.1 83.8 80.9 94.9 88.6

Our (Directional Features) 77.5 77.7 92.0 84.8 85.3 79.7 95.5 89.6
Our (Simplified Directional Features) 76.1 78.4 92.0 83.3 85.3 80.7 95.9 89.1

Table 2. Comparison of methods trained on different camera sets, including results for MVDet, MVDeTR, SHOT, and GMVD as
reported by Vora et al. (2023), and EarlyBird trained as per Teepe et al. (2024a). All results are in %.

the encoder and decoder networks, we use weights pre-trained
on ImageNet-1K provided by PyTorch.

4.3 Experimental Setup

We evaluated our model using three distinct configurations. The
first configuration serves as the baseline, where the directional
feature maps are not utilized in the 3D pulling step; instead, the
model relies solely on the image feature maps produced by the
backbone. The second configuration employs the directional
model, creating directional features after the backbone step, as
described in Section 3 and as shown in Figure 1. Lastly, a sim-
plified directional model uses the direction of the optical axis
for all the pixels of an image. The goal of this configuration
is to evaluate the impact of a global directional representation
on the model’s performance, without the complexity of pixel-
specific directions.

We compare our model with the state-of-the-art multi-view multi-
object detection and tracking models on the WildTrack dataset.
The set includes state-of-the-art MV-MOD models including
MVDet (Hou et al., 2020), MVDetr (Hou and Zheng, 2021)
and SHOT (Song et al., 2021) which use CNN layer for the ag-
gregation step, and GMVD (Vora et al., 2023) and (Aung et al.,
2024) which use pooling layer for the aggregation step. Ad-
ditionally, three MV-MOT models including a non-end-to-end
MV-MOT model ReST (Cheng et al., 2023), EarlyBird (Teepe
et al., 2024a) and TrackTacular (Teepe et al., 2024b) which use
a CNN layer for the aggregation step are employed for compar-
ison.

5. Results

We first compare our model with the state-of-the-art multi-view
multi-object detection and tracking models on the WildTrack
dataset, using all seven views for both training and testing. The
results are shown in Table 1. Overall our model shows some-
what similar performance relative to the other detection mod-
els, while lagging behind in some metrics (e.g., MODA com-
pared to (Aung et al., 2024)). One important point to note is
that incorporating directional features or the simplified direc-
tional features enhances the performance of the proposed model

across multiple key metrics, including MODA, Recall, IDF1
and MOTA. Specifically, the enhancement in MODA and Re-
call metrics reflects improved spatial association, while the gains
in IDF1 and MOTA metrics highlight advancements in temporal
association.

As GMVD (Vora et al., 2023) reported, the traditional evalu-
ation protocol can be a little misleading because the training
and test sets have significant overlap, which promotes overfit-
ting. Therefore, to investigate the generalization capabilities of
our model, we performed the same experiment as described by
Vora et al. (2023), focusing on generalization to new camera
configurations where camera positions are varied between the
training and test sets. Figure 3 shows the used camera splits
on the WildTrack dataset. It can be observe that in the set
where views (2, 4, 5, 6) are used, a larger area of the scene is
covered by two or three cameras. In contrast, the set with views
(1, 3, 4, 7) provides a larger area where pedestrians can be seen
from four different cameras. We trained all models on two sets
of camera views separately and then evaluated the trained mod-
els on both sets, again separately. The results are compared
to state-of-the-art results as reported by Vora et al. (2023) and
EarlyBird, trained by us as per Teepe et al. (2024a). The results
are shown in Table 2.

Figure 3. Camera splits of WildTrack dataset, along with the
frustums of their fields of view and the overlap between the

cameras fields of view in BEV.
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Figure 4. Qualitative results showing five BEV perspectives of pedestrian trajectories, represented by colored lines, as predicted by
our different models, and the EarlyBird model for comparison. Additionally, we illustrate the overlap between the cameras fields of

view (1, 3, 5, 7) in BEV for each depiction. Trajectory colors indicate pedestrian IDs; however, the same pedestrian may have
different IDs across depictions. All the models where trained on views (2, 4, 5, 6) and tested on views (1, 3, 5, 7). The top-left image
provides an example of the input images used during inference. The red arrows highlight trajectories that were incorrectly tracked by
our model, while the blue arrows indicate tracks that our model successfully followed. The red rectangle marks an area where four

views captured the pedestrians, yet our model failed to detect them.

The comparison between our three configurations shows that
using directional features improves the model across most met-
rics. It is notable that directional features show the most im-
provement when the training set differs from the inference set,
especially for both, MODA and Recall. Additionally, it is gen-
erally observed that the use of directional features produces
slightly better results compared to the simplified directional fea-
tures. This suggests that the granularity provided by pixel-
specific directional information might be beneficial for the mod-
el’s performance. During inference with the same camera setup,
all models show similar performance, with EarlyBird perform-
ing the best and our model closely behind, especially the variant
with directional features. However, when tested with a differ-
ent camera configuration, MVDet, MVDeTR, and SHOT ex-
perience a significant performance drop. GMVD is more ro-
bust to changes in camera setup, however it shows a larger
drop when tested on views (2, 4, 5, 6). Our model generally
achieved second-best results after the EarlyBird model, except
when tested on views (1, 3, 5, 7) where it preforms slightly bet-
ter. Furthermore, the results indicate that our model is more
conservative in its predictions, as shown by the relatively high
MODP and the relatively low Recall compared to EarlyBird. A
high MODP indicates that the spatial overlap between predicted
pedestrians and ground truth pedestrians is accurate. The low
Recall demonstrates that the model concentrates on detecting
pedestrians with high confidence and precise localization; how-
ever, it sacrifices Recall by failing to detect more ground truth
pedestrians.

We also present qualitative results for different configurations
of our model, illustrating the BEV perspective of pedestrian
trajectories, represented by colored lines, as predicted by the
various models. The models were trained on views (2, 4, 5, 6)
and tested on views (1, 3, 5, 7), with the results shown in Fig-
ure 4. In the figure, the blue arrow illustrates an example where
using directional features improved both the detection and, sub-
sequently, the tracking of pedestrians in the scene. At the same
time, it is evident that all the models struggle to detect pedes-

trians in areas where the overlap between the camera fields of
view arises from cameras with similar viewing axes, or where
just one camera can see that area, as depicted by the red ar-
rows. The latter is understandable, as none of the models can
estimate the position of pedestrians using one camera. Further-
more, this shows that camera positions play a crucial role in the
BEV prediction, as the ability to effectively localize and track
pedestrians is significantly dependent on camera placement and
coverage provided by multiple views. Lastly, the red rectangle
denotes an area where all four camera views overlap, yet our
model still struggles to detect pedestrians in that region. This
could be due to the used aggregation step as it uses average
pooling which means that the features of multiple pedestrians
are averaged, potentially leading to misdetections or confusion
between pedestrians.

6. Conclusion and Future Works

In this paper, we introduce a novel method for end-to-end 3D
multi-view multi-object detection and tracking (MV-MOD and
MV-MOT), which integrates directional features to enhance gen-
eralization and performance across diverse camera setups. The
proposed model, tested on the WildTrack dataset, achieves prom-
ising results, particularly in scenarios where the camera config-
urations used for training and testing differ from each other. We
conducted experiments to evaluate three distinct model config-
urations, which demonstrated that incorporating directional fea-
ture maps yielded slightly better results compared to the baseline
method, in which no directional information was used.

Nevertheless, there are some limitations that present challenges
for the model. The number of views is limited. To overcome
this limitation and improve generalization, augmentation could
be applied, involving shifting and rotation of all views and the
voxel grid together in the global coordinate system. Further-
more, we believe that the aggregation method used is subop-
timal and could be improved. It could be replaced with a layer
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that performs a weighted average, where the features are weigh-
ted based on whether they describe pedestrian or the background
and whether they describe the same pedestrian or not. This
would help to differentiate between pedestrians more effect-
ively, particularly in cases of occlusion or close proximity. Ad-
ditionally, the conservative nature of the model leads to more
precise detections at the cost of false negatives, which is prob-
lematic in the context of autonomous driving, where it is es-
sential to detect and localize all pedestrians in the scene in 3D.
To address this limitation, several improvements could be im-
plemented: incorporating temporal information across consec-
utive frames to maintain detection consistency and using data
augmentation techniques for MV-MOD methods.
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