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Abstract

This study explores the enhancement of UNet-based semantic segmentation for photovoltaic (PV) panels in remote sensing images
by integrating attention mechanisms. Given the critical role of solar energy in achieving global sustainability, accurate PV panel
detection is essential for effective energy management. Using the high-resolution PV01 dataset, which includes UAV-captured
rooftop PV samples, we evaluate the impact of four distinct attention modules: Convolutional Block Attention Module (CBAM),
Squeeze-and-Excitation Networks (SE-Net), Efficient Channel Attention (ECA-Net), and Coordinate Attention (CA) on segment-
ation performance. Comparative analysis demonstrates that UNet models with SE and CA modules substantially outperform the
baseline, achieving the highest scores in Average Accuracy (AA), Average Precision (AP), Average Recall (AR), mean Intersec-
tion over Union (mIoU), and Average F1-score (AF). In particular, UNet + SE achieved an AA of 0.9809, AP of 0.9756, AR of
0.9629, AF of 0.9692, and mIoU of 0.9403, highlighting the efficacy of attention mechanisms in refining feature representations
and advancing PV panel segmentation, thereby contributing to large-scale solar energy monitoring and deployment.

1. Introduction

The global demand for renewable energy has significantly in-
creased due to growing concerns about climate change and the
depletion of conventional fossil fuels. The widespread reli-
ance on fossil fuels has led to higher greenhouse gas emissions,
higher global temperatures, and a range of environmental is-
sues. To tackle these challenges, many countries have enacted
policies aimed at achieving carbon neutrality, with a focus on
limiting global warming to within 2◦C. Within this framework,
solar energy has emerged as a sustainable and environmentally
friendly power source, playing an essential role in mitigating
greenhouse gas emissions and reducing dependence on fossil
fuels (Zhao et al., 2024). Consequently, it is crucial to establish
solar energy as the primary electricity generation source for fu-
ture cities. According to UN report in 2022, transitioning to
renewable energy technologies is viewed as a vital strategy for
developing a clean and secure energy system that aligns with
climate neutrality objectives (Pena Pereira et al., 2024).

Recent findings show that desert-climate countries in the Gulf
Cooperation Council (GCC), particularly the UAE and Saudi
Arabia, are among the foremost investors in solar energy in the
region. With an average of 10 hours of sunlight per day and
a Global Horizontal Irradiance (GHI) of 2.12 MWh/m2/year,
these countries have significant potential for large-scale solar
power production.

Accurate data on the locations, types, quantities, specifications,
and power capacities of solar panels is essential for effective
policy-making, energy planning, and grid management. How-
ever, challenges in gathering this information often arise due
to privacy concerns, reluctance from installers to share details,
and incomplete datasets that frequently lack precise location
information (Lekavičius and Gružauskas, 2024). Recent ad-
vancements in remote sensing technology, which offer imagery
across various temporal and spatial scales, have become vital

for efficiently mapping and detecting solar panels. The integ-
ration of remote sensing with Artificial Intelligence (AI) tech-
niques helps address issues related to incomplete data and the
labor-intensive nature of manually mapping photovoltaic (PV)
facilities, making the mapping process both faster and more ac-
curate (Dui et al., 2023). Nonetheless, detecting solar panels
from remote sensing imagery remains challenging due to the
diversity in panel shapes, sizes, colors, and the various angles
at which they may be installed on rooftops.

Semantic segmentation, the task of classifying each pixel in an
image according to its semantic category, is increasingly ap-
plied to identify and map PV panels in satellite and aerial im-
agery. This process is critical for renewable energy planning,
enabling precise tracking of solar installations and potential en-
ergy outputs. Deep learning methods, particularly UNet archi-
tectures, have been adapted for segmenting PV panels, with
innovations such as CrossNets that use cross-learning to en-
hance segmentation accuracy in residential solar panel datasets
(Zhuang et al., 2020). CNNs further support PV detection in
low-quality satellite images, providing valuable data for local
power assessment (Golovko et al., 2017). UNet models also
scale effectively for urban applications, where rooftop solar po-
tential is quantified for large-scale energy estimates (Huang et
al., 2019a). Enhanced segmentation methods, such as those
with Constraint Refinement Modules (CRMs) incorporating color
and shape priors, have improved IoU scores for city-wide PV
panel detection (Tan et al., 2023). Additionally, SegFormer
models extend applications to PV defect detection, excelling
in fault classification accuracy within solar cells (Mahboob et
al., 2024).

Attention mechanisms have significantly improved semantic seg-
mentation by enhancing spatial and contextual understanding.
Early works like PAN combined spatial pyramids with atten-
tion for refined pixel labeling on datasets like PASCAL VOC
and Cityscapes (Li et al., 2018), while CCNet introduced criss-
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cross attention to efficiently capture global pixel dependencies
(Huang et al., 2019b). Later, EAPNet utilized multi-scale con-
text and channel attention for effective segmentation at vary-
ing scales (Yang et al., 2021), and SegNeXt presented a con-
volutional alternative to self-attention, achieving high mIoU on
ADE20K and Pascal VOC (Guo et al., 2022). Specialized mod-
els like CAS-Net used coordinate attention for enhanced small-
object segmentation in remote sensing (Yang et al., 2023), and
attention-enhanced UNet variants proved valuable in medical
image segmentation by retaining spatial details and context (Fang,
2022, Huang et al., 2024). BiSeNet V3 employed edge-focused
attention for real-time segmentation on Cityscapes (Tsai and
Tseng, 2023), while HRNet used attention to maintain high-
resolution features (Kim et al., 2023). These studies collect-
ively highlight attention’s crucial role in advancing segmenta-
tion accuracy and efficiency across diverse applications.

In this paper, we evaluate the effectiveness of various atten-
tion modules; Convolutional Block Attention Module (CBAM)
(Woo et al., 2018), Squeeze-and-Excitation Networks (SE-Net)
(Hu et al., 2018), Efficient channel attention (ECA-Net) (Wang
et al., 2020), and Coordinate Attention (CA) (Hou et al., 2021)
on segmentation performance when integrated with the UNet
model. Each attention mechanism brings unique strengths and
optimizations for enhancing feature representation. CBAM com-
bines channel and spatial attention to refine feature maps with
minimal computational cost, while SE-Net uses channel recal-
ibration to significantly boost representational power, demon-
strating considerable improvements in classification accuracy.
ECA-Net emphasizes efficiency, achieving competitive accur-
acy gains with minimal parameters by avoiding dimensional-
ity reduction, making it lightweight and computationally ef-
ficient. Coordinate Attention, designed for mobile networks,
captures long-range dependencies with embedded positional in-
formation, making it particularly effective for spatially com-
plex tasks. Our comparisons focus on identifying which mod-
ule best enhances UNet’s performance for segmenting semantic
features, specifically analyzing their trade-offs between accur-
acy and computational efficiency.

The remainder of the paper is structured as follows: Section 2
presents the literature review of semantic segmentation based
on DL approaches in the field of remote sensing, Section 3
explains the methodology , attention mechanism , and dataset
used in this research work, Section 4 illustrates and discusses
the results, and finally, Section 5 summarizes and concludes the
paper.

2. Literature Review

Several studies in the literature have focused on segmenting
solar panels from remote sensing images, showcasing substan-
tial progress in this field. Motivated by the need for accurate
mapping and monitoring of PV installations for efficient energy
management and urban planning. For example, Bouaziz et al.
(Bouaziz et al., 2024) developed a UNet-based model to en-
hance PV panel detection in high-resolution satellite and aerial
imagery from Google Earth Pro, focusing on a case study in
Sfax, Tunisia. The model incorporates data enhancement tech-
niques, including zoom-in, zoom-out, and blur adjustments, to
improve adaptability across different zoom levels. The exper-
iments show robust segmentation results with an IoU score of
86%, even with limited labeled data.Their findings suggest that
solar panels are predominantly installed on high-income resid-
ences, emphasizing the potential for targeted renewable energy

initiatives to support lower-income households. Similarly, au-
thors in (Zhao et al., 2024) introduced a variant of the UNet
model, called PV-UNet, which is optimized for detecting solar
panels from multisource remote sensing data. By integrating
attention and feature fusion modules, PV-UNet effectively ad-
dresses both spatial and spectral inconsistencies in images from
different sensors. The model achieved an F1-score of 98.04%
and IoU of 96.15%, showcasing its effectiveness in adapting to
diverse remote sensing data sources, making it a valuable tool
for large-scale solar panel mapping. Furthermore, the datasets
available for solar panel segmentation are scarce. Moreover, an-
notating these datasets is often labor-intensive, time-consuming
and prone to errors. To overcome these challenges, Lekavičius
and Gružauskas (Lekavičius and Gružauskas, 2024) utilized the
pix2pix generative adversarial network (GAN) to generate sup-
plementary remote sensing (RS) data. This method enhances
the original training data, which varies in ground sampling dis-
tances (GSDs), while preserving its integrity. Their experi-
ments combined the DeepLabV3 model with a ResNet-50 back-
bone and the pix2pix GAN architecture to evaluate the effect-
iveness of GAN-based data augmentation in improving RS im-
agery segmentation accuracy. The proposed semantic segment-
ation model utilized transfer learning and incorporated 60%
GAN-generated RS imagery as additional training data. Their
findings indicated that GAN-generated images effectively ad-
dressed the limitations of existing datasets, enhancing overall
IoU and F1 metrics by 2% and 1.46%, respectively, compared
to conventional augmentation techniques.

3. Proposed Methodology

3.1 Network Architecture

The overall framework is depicted in Figure 1. The model is
a UNet-based architecture for image segmentation, with atten-
tion blocks integrated rtyu to enhance feature focus. It begins by
processing a 256×256 input RGB image through convolutional
layers and downsampling with max pooling to capture features
at different resolutions. Attention blocks are placed after each
downsampling layer and in the upsampling path, helping the
model retain crucial spatial information by focusing on relev-
ant features during both encoding and decoding. details of the
model and the attention block are described in the subsections
below.

3.2 UNet Baseline Model

UNet architecture introduced by Olaf Ronneberger (Ronneber-
ger et al., 2015), has become fundamental in the field of image
segmentation. Known for its effectiveness in accurately seg-
menting structures in biomedical images, UNet has also found
extensive applications across various computer vision tasks in-
cluding remote sensing segmentation. The UNet architecture
is distinguished by its U-shaped structure, which consists of
a contracting path followed by an expansive path. The con-
tracting path captures contextual information through convolu-
tional and pooling layers, while the expansive path enables pre-
cise localization using transposed convolutions. Skip connec-
tions bridge the contracting and expansive paths, facilitating the
transfer of high-resolution features to the final output.This al-
lows the model to restore spatial information lost during down-
sampling, leading to more accurate segmentation (Liu et al.,
2020).
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Figure 1. Overall Architecture of the Model
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Figure 2. Different Attention Modules used in this study, (a) CBAM; (b) SE; (c) ECA and (d) CA.

3.3 Attention Block

As previously discussed, this study uses four distinct attention
mechanisms: CBAM, SE-Net, ECA-Net, and CA. Detailed de-
scriptions of each module are provided below.

3.3.1 Convolutional Block Attention Module (CBAM): The
CBAM (Woo et al., 2018) is an efficient attention mechanism
that enhances convolutional neural networks (CNNs) by refin-
ing feature maps through channel and spatial attention sequen-
tially. Given an input feature map F ∈ RH×W×C , CBAM first
applies Channel Attention to emphasize meaningful channels,
followed by Spatial Attention to highlight important spatial
locations. This sequential approach enables CBAM to focus
on “what” (channels) and “where” (spatial locations) to refine,
providing adaptive feature refinement. The block diagram of
CBAM is shown in Figure 2(a).

The Channel Attention Module captures inter-channel depend-
encies by applying both average-pooling and max-pooling along
the spatial dimensions to generate two distinct descriptors, which
are passed through a shared multi-layer perceptron (MLP) with
a reduction ratio to balance computational efficiency and accur-
acy. The attention map is computed as:

Mc(F ) = σ(MLP(AvgPool(F )) + MLP(MaxPool(F ))) (1)

where σ denotes the sigmoid function, aggregating pooled fea-
tures through summation.

Following this, the Spatial Attention Module focuses on in-
formative spatial locations. It applies average-pooling and max-
pooling along the channel axis to create spatial descriptors, which
are concatenated and convolved with a 7× 7 kernel to form the
spatial attention map:

Ms(F ) = σ(f7×7([AvgPool(F );MaxPool(F )])) (2)

This attention map captures spatial dependencies effectively,
complementing the channel-focused refinement.

3.3.2 Squeeze and Excitation (SE): The Squeeze and Ex-
citation (SE) (Hu et al., 2018) introduces the SE block, an ar-
chitectural unit designed to enhance the representational power
of convolutional neural networks (CNNs) by adaptively recal-
ibrating channel-wise feature responses. This method directly
captures channel interdependencies through a two-step process
called Squeeze and Excitation. By leveraging global informa-
tion, the SE block adaptively highlights the most informative
features, as shown in Figure 2(b).
In the Squeeze operation, global average pooling aggregates the
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spatial dimensions H ×W of a feature map X ∈ RH×W×C :

zi =
1

H ×W

H∑
j=1

W∑
k=1

xijk (3)

where X denote the input feature maps with dimensions B ×
H×W×C, whereB is the batch size,H is the height,W is the
width, and C is the number of channels. While the excitation
process can be expressed as:

si = σ(W2δ(W1zi)) (4)

where δ is the ReLU activation function, W1 and W2 are learn-
able weights, and σ is the sigmoid activation function (Hu et
al., 2018).

3.3.3 Efficient Channel Attention (ECA-Net): The Effi-
cient Channel Attention (ECA) (Wang et al., 2020) Network
introduces an improved channel attention mechanism that sim-
plifies complexity while maintaining effectiveness for convolu-
tional neural networks (CNNs). Unlike previous methods that
increase model parameters, ECA achieves efficient attention by
avoiding dimensionality reduction and focusing on local cross-
channel interactions. This is accomplished through a 1D convo-
lution with an adaptively chosen kernel size based on the chan-
nel dimension C, as illustrated in Figure 2(c).

Channel Attention Mechanism: To compute the channel weights,
global average pooling (GAP) is applied to aggregate features:

y = GAP(F ) (5)

where F ∈ RC×H×W represents the input feature map. ECA
then uses 1D convolution without dimensionality reduction to
capture cross-channel dependencies:

ω = σ(Conv1Dk(y)) (6)

where σ denotes the sigmoid function, and the kernel size k is
adaptively determined by:

k = ψ(C) =

∣∣∣∣ log2(C)

γ
+ b

∣∣∣∣
odd

(7)

Here, ψ(C) is a non-linear mapping, ensuring k is an odd in-
teger proportional to the channel dimension C, with γ and b as
parameters.

3.3.4 Coordinate Attention (CA): The Coordinate Atten-
tion (CA) (Hou et al., 2021) mechanism is an innovative atten-
tion module designed to enhance mobile networks by embed-
ding positional information within channel attention. Unlike
traditional channel attention that relies on global pooling, CA
factorizes attention into two 1D feature encoding processes, ef-
fectively aggregating features along two spatial directions to re-
tain precise positional information. This allows CA to capture
both channel relationships and long-range dependencies across
spatial dimensions, as shown in Figure 2(d).

To generate the attention map, CA first applies 1D global pool-
ing to the feature map X ∈ RC×H×W along the horizontal and
vertical axes separately, producing two direction-aware feature
descriptors:

zh(c, h) =
1

W

W∑
i=1

xc(h, i) (8)

Table 1. Number of parameters of each model used in this study.

Model Parameters
UNET 466,529
UNET + SE 473,545
UNET + ECA 466,546
UNET + CA 475,049
UNET + CBAM 474,035

zw(c, w) =
1

H

H∑
j=1

xc(j, w) (9)

where zh and zw represent the aggregated features along the
height and width, respectively.

The resulting feature maps are concatenated and passed through
a shared 1×1 convolution, non-linearity, and a split operation to
produce two separate attention maps. These maps are computed
as:

f = δ(F1([zh, zw])) (10)

gh = σ(Fh(fh)), gw = σ(Fw(fw)) (11)

where σ represents the sigmoid function, F1 is the shared 1× 1
convolution, and fh and fw are the split feature maps.

Finally, the input feature map is recalibrated by element-wise
multiplication with both attention maps:

yc(i, j) = xc(i, j) · gh(i) · gw(j) (12)

The attention mechanisms explored in this study—namely CBAM,
SE, ECA, and CA—serve as specialized modules that enhance
the model’s ability to focus on salient features, thereby improv-
ing feature representation within the U-Net architecture. Each
attention block is integrated individually to assess its unique
contribution to model performance. In addition, to facilitate a
comparison of complexity, Table 1 outlines the parameter count
for each model configuration, revealing the relative computa-
tional impact of adding these attention mechanisms.

The addition of SE, CA, and CBAM attention mechanisms to
U-Net increases model complexity, with CA introducing the
most substantial parameter growth, indicating a higher capacity
for detailed feature extraction. CBAM and SE also add moder-
ate complexity, balancing parameter increase with refined atten-
tion capabilities. In contrast, ECA stands out for its efficiency,
minimally raising the parameter count and thus offering a light-
weight option for resource-constrained applications. This para-
meter comparison highlights a trade-off between computational
cost and the potential for enhanced feature representation, al-
lowing for strategic selection of an attention mechanism based
on specific application requirements.

During model training, a separate instance is created for each at-
tention mechanism, and the model undergoes training with each
attention block applied independently. This sequential evalu-
ation allows for direct comparison of their effectiveness under
identical training and testing conditions. Following the com-
pletion of training for each attention configuration, results are
recorded, highlighting the impact of each attention mechanism
on the model’s performance. This comparative analysis aids in
identifying the most suitable attention block for optimizing the
model across various tasks.
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4. Experiments

4.1 Dataset

The dataset comprises PV samples collected from satellite and
aerial imagery, organized into three groups based on spatial res-
olution: 0.8m, 0.3m, and 0.1m. The 0.8m resolution dataset
(PV08) includes rooftop and ground PV samples derived from
Gaofen-2 and Beijing-2 satellite imagery. The 0.3m dataset
(PV03), captured via aerial photography, contains ground PV
samples further classified into five categories based on back-
ground land use: shrubland, grassland, cropland, saline-alkali
land, and water surfaces. Lastly, the 0.1m dataset (PV01), sourced
from UAV orthophotos, includes rooftop PV samples categor-
ized into three groups according to roof type: flat concrete,
steel tile, and brick. This research specifically utilizes the PV01
group for the analysis. Further information about the dataset is
provided in (Jiang et al., 2021). The dataset consists of 645
images, each accompanied by a corresponding segmentation
mask, with all images and masks of size 256×256. The dataset
is divided into three subsets: 70% for training the model, 15%
for validating its performance during training, and the remain-
ing 15% for evaluating the model’s performance after training.

4.2 Experimental Configuration

To guarantee a fair and objective comparison, all networks were
trained and evaluated within the same controlled environment,
utilizing TensorFlow library in Python. Consistent training para-
meters were applied across all models to ensure uniformity,
thereby reducing the risk of confounding variables or biases in
the comparisons. In the optimization process, the well-known
Adam algorithm was utilized as the optimization function, along
with binary cross-entropy as the selected loss function. The
learning rate was empirically set to 10−3, and each network
was trained for 100 epochs. Moreover, to reduce training time
and mitigate potential overfitting to the training data, we ap-
plied the early stopping method with a patience of 10, halting
training if validation accuracy showed no improvement over 10
consecutive epochs.

4.3 Results and Discussion

Five architectures analyzed and explored in this research; Baseline
UNet, UNet+SE, UNet+ECA, UNet+CA, and UNet+CBAM
were subjected to thorough training and testing processes us-
ing the carefully curated dataset outlined in Section 4.1.

To assess and evaluate the effectiveness and performance of the
trained models, various objective quantitative evaluation met-
rics were applied. These metrics are Average Accuracy (AA),
Average Precision (AP), Average Recall (AR), Average F-score
(AF), and mean Intersection over Union (mIoU) as described in
(Aburaed et al., 2023). Each metric provides distinct insights
into the model’s classification capabilities and the precision of
its segmentation maps.

Table 2 summarizes performance metrics for various UNet mod-
els with different attention mechanisms. The baseline UNet
achieved an AA of 0.6882, but its scores for AP, AR, mIoU, and
AF were all zero. This indicates that its performance was due
entirely to correctly identifying True Negatives, with no effect-
ive detection of positive samples. Similarly, UNet+ECA dis-
played identical results to the baseline model, suggesting that its
AA is also due to a reliance on True Negative matches without
positively impacting other metrics.

Table 2. Summary of each model’s performance metrics in terms
of AA, AP, AR, mIoU, and AF.

Model Name AA AP AR mIoU AF
UNet 0.6882 0.0 0.0 0.0 0.0
UNet+SE 0.9809 0.9756 0.9629 0.9403 0.9692
UNet+ECA 0.6882 0.0 0.0 0.0 0.0
UNet+CA 0.9783 0.9728 0.9571 0.9322 0.9649
UNet+CBAM 0.8864 0.8282 0.8020 0.6876 0.8149

In contrast, UNet+SE achieved the highest performance across
all metrics, with AA = 0.9809, AP = 0.9756, AR = 0.9629,
mIoU = 0.9403, and AF = 0.9692, making it the top-performing
model in both positive and negative class identification. UNet+CA
also performed well, with AA = 0.9783, AP = 0.9728, AR =
0.9571, mIoU = 0.9322, and AF = 0.9649, showing slightly
lower but competitive scores to SE. The UNet+CBAM displayed
moderate results with AA = 0.8864 and comparatively lower
values for AP, AR, mIoU, and AF, indicating a more balanced
but less robust performance.

Overall, UNet+SE and UNet+CA demonstrated significant im-
provements over the baseline, effectively enhancing UNet’s cap-
ability for both positive and negative class detection, while the
baseline and ECA variants remained limited by focusing primar-
ily on True Negatives, as reflected in their shared AA.

Figure 3 visually confirms the quantitative findings presented
in Table 2, further validating the results. UNet+SE consistently
produces segmentation maps that closely align with the Ground
Truth (GT) across various samples, outperforming other mod-
els in accurately capturing object boundaries, even amidst com-
plex shapes and cluttered backgrounds. This is especially evid-
ent in the second sample, where UNet+SE effectively delineates
structures with minimal errors around object edges, unlike other
networks. In samples 1 and 3, SE-UNet continues to demon-
strate superior boundary precision, while sample 4 showcases
its ability to maintain accuracy even with less clutter. Models
like UNet with Coordinate Attention (CA) also perform well
but show slightly reduced consistency in boundary definition.
CBAM offers moderate performance, capturing some structural
details but introducing noise in complex areas. In contrast, the
baseline UNet and UNet with ECA exhibit minimal detection,
reflected in the near-absence of segmentation results, which is
consistent with their low quantitative scores. The figure thus
reinforces the robustness of UNet+SE as indicated by the table,
highlighting the transformative impact of the SE mechanism on
segmentation accuracy and visual clarity.

5. Conclusion

This research examines the enhancement of a UNet-based se-
mantic segmentation model for identifying PV panels in re-
mote sensing images through the integration of various atten-
tion mechanisms. Using the high-resolution publicly available
PV01 dataset, which includes UAV-captured rooftop PV samples,
we examine the impact of four attention modules; CBAM, SE-
Net, ECA-Net, and CA on segmentation performance. Experi-
ments reveal that UNet models with SE and CA modules signi-
ficantly outperform the baseline model, achieving the top quant-
itative scores. Notably, UNet with SE reached an AA of 0.9809
and mIoU of 0.9403, highlighting the effectiveness of attention
mechanisms in improving PV panel segmentation for scalable
solar energy monitoring and deployment. In future work, abla-
tion experiments will be conducted to validate the effectiveness
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Figure 3. Visual results of segmentation maps produced by different attention blocks. Ground Truth (GT).

and generalization capability of the proposed approach, includ-
ing testing the network on an additional rooftop PV dataset.
The model’s performance will also be evaluated using images
of varying resolutions and under different environmental condi-
tions, while exploring its potential for real-time applications.
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