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Abstract

Accurate delineation of individual tree crowns (ITC) enables a better understanding of tree-level growth dynamics and evaluating
tree vitality. In recent year, researches have introduced deep learning techniques in this field. However, the precise segmentation
relies on high quality annotated dataset and test images with limited domain gaps between the training data. Under the framework
of the Helmholtz project, panchromatic airborne images are captured over a mixed European forest. In this research, we adopt a
UAV benchmark dataset as training data. To close the domain gaps, a deep learning based colorization step is added, for which two
deep learning frameworks are compared to achieve an improved ITC delineation result in a dense forest area.

1. Introduction

With advancements in image processing techniques and the in-
creasing availability of very high-resolution imagery, individual
tree crown (ITC) delineation has gained significant attention
(Holzwarth et al., 2023). ITC delineation enables the extraction
of highly accurate forest inventory and analysis at the individual
tree level, supporting tasks such as growth rate estimation, spe-
cies classification, and health assessment. These results can as-
sist researchers and forest managers to make more informed
management decisions (Tian et al., 2020; Kempf et al., 2021).

ITC extraction from remote sensing imagery is challenging due
to the similar color and texture of trees. The difficulty is espe-
cially pronounced for clumped, deciduous tree crowns, where
the boundaries are sometimes hard or impossible to detect, even
for human observers. Generally speaking, ITC extraction con-
sists of two steps, tree detection and tree crown delineation
(Hirschmugl et al., 2007). Beyond serving tree counting pur-
pose, the tree detection results can also be used as seed points
for tree crown delineation (Hirschmugl et al., 2007; Kempf et
al., 2021).

In the last decades, numerous approaches have been developed
and introduced for both ITC detection and delineation. Region-
growing and watershed segmentation are the widely used tra-
ditional computer vision techniques to delineate tree crowns in
images. For example, the tree crowns detected in the image
were used as initial seeds for the region-growing method (Gu et
al., 2020). The growing space was allocated based on Euclidean
distance, and regions were expanded according to the size of the
tree crowns. In comparison, seeds were set at local minimum as
the treetop (Huang et al., 2018). Then, a marker-controlled wa-
tershed transformation method was performed to segment on a
modified gradient size image to obtain tree crowns. Beside op-
tical images, very high resolution digital surface model (DSM)
is also an important data source for ITC delineation (Kempf et
al., 2019, 2021).

In recent years, Convolutional Neural Networks (CNNs) and ar-
tificial intelligent (AI) have enabled breakthroughs in many im-
∗ Corresponding author

age processing applications, including forest management (Li-
ang et al., 2022; Zhao et al., 2023). Limited to the available
annotated training data, many studies only focus on tree loca-
tion/bounding box detection in less dense forest or urban areas
(Zheng and Wu, 2021; Ventura et al., 2024; Luo et al., 2024;
Chadwick et al., 2024). They are advanced for the transfer-
learning ability and the potential for applying on large regions
efficiently (Zhao et al., 2023). With more precise individual
tree annotations, instance segmentation can be introduced to
obtain the detailed boundaries of individual tree crowns.Yang et
al. (2022) uses the classic Mask R-CNN algorithm and Google
Earth images to detect canopy contours in New York’s Central
Park. Although the trained model performances well for many
individual trees, there are still significant erroneous extractions
and omissions. With a small amount of training data, Dersch
et al. (2024) proposes a semi-supervised ITC delineation ap-
proach on RGB-NIR aerial multispectral imagery and LiDAR
data. Using the latest published ITC benchmark dataset (Troles
et al., 2024), Fan et al. (2024) has further proved the advantages
of using the Mask R-CNN model for ITC segmentation.

Most of deep learning based approaches use images from the
same source or even the same region to test the trained model
(Zhao et al., 2023; Luo et al., 2024; Dersch et al., 2024), which
is often not the case in real-world scenarios. In addition, the
use of UAV platforms is restricted in many EU countries, for
both safety and privacy reasons, therefore aerial imagery is still
the main data source fo for forest monitoring. In some low-cost
camera systems, available data are sometimes limited to pan-
chromatic gray-scale images. However, no tree delineation ap-
proach relies solely on panchromatic images currently, as color
information is essential for effective vegetation monitoring. In
some studies, near-infrared and height data are incorporate to
enhance detection accuracy. This limitation poses challenges
for methods that depend on spectral information and increases
the domain gap between test data and existing benchmark train-
ing datasets.

To this end, in this paper we explore the possibility of involving
deep-learning based colorization approach to generate synthetic
red, green, blue bands, which enables the prediction the re-
sembles real RGB images which contains the texture details and
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Figure 1. Examples of the BAMFORESTS dataset

resolution of original gray-scale image. Afterward, a state-of-
the-art instance segmentation approach is applied to obtain high
quality ITC delineations in a European natural forest.

2. Study area and data

2.1 Study area and background

Kranzberg is located in the north of Munich, Germany, which is
the main test region of KROOF (Kranzberger Forest Roof Ex-
periment) (Pretzsch et al., 2023) . It is an university test region
on the special topic of forest drought stress detection. All three
test regions are typical European forests, which are comprised
mainly of European beech (Fagus sylvatica) and Norway spruce
(Picea abies).

Within the framework of the project 3DForestSIF, airborne solar-
induced fluorescence (SIF), LiDAR and panchromatic data of
the Kranzberg forest were recorded in June 2023. The aim of
the project is to correct the airborne SIF image data for can-
opy structural and illumination effects to generate information
usable for the early detection of forest stress.

2.2 Aerial data

2.2.1 Panchromatic data Airborne panchromatic images of
the Kranzberg forest with 80 % along and 60 % across-track
overlap were recorded from 360 m above ground level with a
Grasshopper U3 51S5C-C camera (Teledyne FLIR LLC, USA)
on 18 June 2023 between 10:57 and 11:11 CEST. Position-
ing information for each image were measured with an Oxford
3052 GPS/INS unit (Oxford Technical Solutions Ltd., Oxford,
UK). The single geo-tagged images were processed in Agisoft
Metashape (Agisoft LLC, Russia, version 1.8.1) based on the
structure from motion (SfM) technique using algorithms that
identify corresponding images by feature recognition (Eltner
and Sofia, 2020). As the final product of the processing, a pan-
chromatic orthomosaic of the Kranzberg forest with a ground
sampling distance of 13.8 cm was generated.

2.3 Benchmark training data

BAMFORESTS features 105 hectares of annotated, very-high-
resolution UAV imagery collected using two distinct sensors
from two drones. The dataset spans across four regions, includ-
ing coniferous, mixed, and deciduous forests, as well as urban
parks. All four forest regions are located within a radius of
20km in and around Bamberg, Germany. The original UAV im-
ages have a resolution of around 1.8 cm, with red, green and
blue channels. BAMFORESTS consists of a total of 27,160 in-
dividually delineated tree crowns (ITC). Some examples of the
RGB images and annotations are shown in Fig. 1. In this paper,
we take the dataset with a patch size of 2048 × 2048 pixels.

3. Methodology

3.1 Example-based colorization

Example-based colorization is a task to transfer the color in-
formation from a reference image to the target grayscale image.
It is a challenging task due to the ambiguity that objects can
have multiple plausible color representations. Over time, vari-
ous methodologies have been developed to tackle this problem,
ranging from traditional statistical techniques to advanced deep
learning approaches.

3.2 Histogram based

Early methods like Histogram Matching employ the pixel in-
tensity and neighborhood statistics to find a similar pixel in the
reference image and then transfer the color of the matched pixel
to the target pixel. While simple and computationally efficient,
this method heavily depends on the suitability of the reference
image and assumes similarity in content and structure between
the images. In contrast to the early methods, the deep-learning
based methods are fully automatic by utilizing a large set of ref-
erence images from different categories (e.g., animal, outdoor,
indoor) with various objects (e.g., tree, person, panda, car etc.).

3.3 Deep learning based colorization

Automatic colorization, which requires no reference image for
color or style transfer, is a highly ill-posed problem with sig-
nificant ambiguity. The same object can have various possible
color representations. Cheng et al. introduced the first CNN-
based colorization method (Cheng et al., 2015), demonstrating
that neural networks can learn mappings from grayscale to color
images. InstColor (Su et al., 2020) emphasized the importance
of clear figure-ground separation and incorporated a detection
model to provide object bounding boxes as priors. This concept
was extended in subsequent works that utilized segmentation
masks as pixel-level object semantics to guide the colorization
process more precisely. More recently, some methods have
aimed to restore vivid colors by leveraging the rich and diverse
color priors available in pre-trained Generative Adversarial Net-
works (GANs) (Kim et al., 2022), capitalizing on their ability
to generate high-quality, realistic images.

Transformers (Vaswani et al., 2017), initially successful in nat-
ural language processing, have been adapted for computer vis-
ion tasks, including image colorization. Transformer-based meth-
ods such as ColorFormer and DDColor both operate in the CIELAB
color space, where the luminance channel (L∗) is provided by
the grayscale image, and the chrominance channels (a∗ and b∗)
are predicted. This separation aligns with human color percep-
tion and simplifies the learning problem by allowing the models
to focus solely on adding color information.

3.3.1 Colorformer Colorformer is a transformer-based im-
age colorization framework (Ji et al., 2022) that excels in se-
mantic consistency and color richness. It utilizes a Global-
Local Hybrid (GLH) Transformer encoder with a novel Global-
Local hybrid Multi-head Self-Attention (GL-MSA) mechanism
to capture both global context and local details. The encoder
processes grayscale images to extract multi-scale semantic rep-
resentations, while the decoder upsamples features and incor-
porates a Color Memory (CM) module. This CM module stores
semantic-color pairs derived from extensive clustering on a large
dataset, providing adaptive color priors that guide the coloriza-
tion process.
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Figure 2. Architecture comparison of ColorFormer (Ji et al., 2022) and DDColor (Kang et al., 2023) for image colorization.
Colorformer employs a patch embedding, GLH blocks, and transformer layers to extract features, feeding them into a
Color Memory module for adaptive color priors. DDColor uses a ConvNeXT backbone, with a dual-decoder setup (Pixel
and Color Decoders) that refines color embeddings via color queries. The Fusion Module combines spatial and color fea-
tures to produce the final output.

The framework operates in the CIELAB color space, focus-
ing on recovering the a∗b∗ channels xa∗b∗ ∈ RH×W×2 from
the luminance channel xL ∈ RH×W×1. The encoder con-
sists of four stacked GLH Transformer blocks, each comprising
GL-MSA followed by shifted window multi-head self-attention
(SW-MSA) from the Swin Transformer (Liu et al., 2021). GL-
MSA extracts global features via average pooling and projects
them to obtain key and value vectors, which are concatenated
with local window key and value vectors to capture both local
and global dependencies.

The CM module provides semantically matched color priors by
storing patch-level semantic features as keys and corresponding
color priors as values. Multiple color values can be assigned
to one semantic, with weights determined by global semantics
from the last encoder layer. Before training, keys and values
are established by extracting features using a pre-trained im-
age classification network, reducing dimensions with PCA, and
clustering into m = 512 semantic classes using K-means. Mul-
tiple color priors for each semantic class are further clustered
into n = 4 categories.

Training follows a generative adversarial scheme with three loss
functions: (1) content loss (L1 distance between the colorized
image and ground truth), (2) perceptual loss (weighted L1 dis-
tances between feature maps extracted by a pre-trained VGG16 (Si-
monyan and Zisserman, 2014)), and (3) adversarial loss from
the PatchGAN discriminator (Isola et al., 2017).

The attention mechanism is defined as:

Attention(Q,K, V ) = softmax
(
QK⊤
√
dk

)
V

where: Q : query matrix
K : key matrix
V : value matrix
dk : dimension of the keys

Multi-head attention is computed as:

MultiHead(Q,K, V ) = Concat(head1, . . . , headh)W
O

where: headi = Attention(QWQ
i ,KWK

i , V WV
i )

WQ
i ∈ Rdmodel×dk

WK
i ∈ Rdmodel×dk

WV
i ∈ Rdmodel×dv

WO ∈ Rhdv×dmodel

3.3.2 DDColor In contrast, DDColor (Kang et al., 2023)
adopts a dual-decoder architecture within an encoder-decoder
framework, operating in the CIELAB color space. Given a
grayscale input xL ∈ RH×W×1, the network predicts the miss-
ing chrominance channels ŷAB ∈ RH×W×2, as illustrated in
Figure 2. DDColor utilizes ConvNeXt (Liu et al., 2022) as the
backbone encoder to extract high-level semantic features from
grayscale images, outputting four feature maps at resolutions
H
4 × W

4 , H
8 × W

8 , H
16 × W

16 , and H
32 × W

32 . These features form
a hierarchical representation crucial for colorization, with short-
cut connections linking the encoder and decoders for maintain-
ing spatial integrity.

The network employs two specialized decoders:

• Pixel Decoder: This decoder restores spatial resolution
using a step-by-step upsampling process via PixelShuffle (Shi
et al., 2016), enhancing the spatial detail of the image.
Each upsampling layer in the pixel decoder has a shortcut
connection to corresponding stages in the encoder, ensur-
ing alignment between low- and high-resolution features.
The output from the pixel decoder is an image embedding
Ei ∈ RC×H×W , maintaining the input resolution.

• Color Decoder: The color decoder refines semantic-aware
color embeddings through a series of Color Decoder Blocks
(CDBs). Each CDB applies a modified transformer struc-
ture incorporating both cross-attention and multi-head self-
attention to align color embeddings with visual features. A
unique set of adaptive color queries, initialized as zero dur-
ing training, is gradually enriched by cross-attention with
the visual features at multiple scales from the pixel de-
coder. This multi-scale approach enhances semantic aware-
ness and reduces color bleeding, allowing the color de-
coder to better identify semantic boundaries in complex
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contexts. The final output of the color decoder, Ec ∈
RK×C , represents enriched color embeddings sensitive to
the semantic content of the input.

The outputs of the pixel and color decoders are combined in a
lightweight fusion module to generate the final colorized image.
The module uses a dot product to merge the spatial embedding
Ei and the color embedding Ec, followed by a 1×1 convolution
to produce the final ŷAB ∈ R2×H×W output. This coloriza-
tion result is obtained by concatenating ŷAB with the original
grayscale xL channel.

DDColor use the same adversarial training scheme and similar
losses as Colorformer, including pixel-level L1 loss, percep-
tual loss based on VGG16, and adversarial loss via PatchGAN.
Additionally, DDColor introduces a Colorfulness Loss to en-
courage vibrant and visually appealing colors.

It is formulated as follows:

Lcol = 1− σrgyb(ŷ) + 0.3 · µrgyb(ŷ)

100

where σrgyb(·) and µrgyb(·) denote the standard deviation and
mean value, respectively, of the pixel cloud in the color plane,
as described in (Hasler and Suesstrunk, 2003). This loss func-
tion promotes more vibrant and visually appealing colorization
results by optimizing the distribution of colors in the AB chan-
nels.

3.4 ITC delineation

In this paper, Mask Region-based Convolutional Neural Net-
work(Mask R-CNN) is the main model (He et al., 2017). The
workflow is shown in Figure 3. ConvNeXt V2 is used as the
backbone for individual tree segmentation, which is responsible
for extracting multi-scale feature maps from the input images
(Woo et al., 2023). A series of convolutional neural networks
(ConvNets) dubbed ConvNeXt. ConvNeXt V2 is a new version
based on that. These feature maps are then passed to the Fea-
ture Pyramid Network (FPN) to support object detection and
segmentation tasks. In this experiment, the output layer of Con-
vNeXt V2 outputs 4 feature maps of different levels, which are
fed into FPN. Through the FPN, the model is able to use feature
maps with different resolutions, which helps detect both large
and small objects. The inference results were filtered based on
the Euclidean distance between the tree crown center and the
sub-image center to remove tree crowns.

ConvNeXt-

v2 + FPN
Image

Feature 

map

RoI 

Align

RPN

FC 

Layers

FC 

FC 

Conv Conv mask

bbox

class

Figure 3. The workflow for ITC delineation.

4. Experiment

4.1 Colorization

Most state-of-the-art colorization models are initially trained on
large-scale natural image datasets like ImageNet, which feature

a diverse range of everyday scenes captured at ground level.
In contrast, aerial remote sensing images are acquired from air-
borne or satellite platforms which produce a top-down perspect-
ive that significantly alters scale, texture, and spatial context.
Additionally, these images differ in spectral characteristics be-
cause they are captured using sensors optimized for specific re-
mote sensing applications, resulting in variations in contrast,
resolution, and noise levels.

Fine-tuning these models on naturally colored aerial images
(such as those available for forested areas) allows the models
to adapt its learned representations to the domain-specific cues
present in remote sensing data. Luckily, this task does not re-
quire any manual annotation, and abundant colored aerial im-
ages for forest are available. To train the model, 20000 patches
of images 256 × 256 captured in Kranzberg forest are selec-
ted for training. The model is initialized from the ImageNet
trained weights for fast convergence. We trained for 20000 it-
erations on 4 Nvidia RTX 2080 Ti GPUS with a batch size of
4 per GPU. Learning rate is set to 0.0001 initially and decayed
at 8000, 12000 and 16000 iteration with gamma set to 0.5. For
inference, the test image is tiled into 256 × 256 patches with
50% overlap. After inference, the patches are mosaicked back
to the final raster. To alleviate border artefacts, we employed
a weight matrix on each patch, where the weights are smaller
when closer to the patch border and higher when closer to the
center. The quality of the colorization was evaluated through
qualitative visual inspection by domain experts. The experts
assessed the visual realism focusing on natural color distribu-
tions, edge fidelity, and the absence of artifacts.

4.2 ITC delineation

The method is implemented using MMDetection 3.0 (Chen et
al., 2019) and trained on an Nvidia GeForce RTX 3080 GPU.
The base version of ConvNeXt V2 was used in this process.
The pixel size of the training data is 2048 ×2048. As there
are not supposed to be a significant difference between the in-
ference images and the training data, the Kranzberg forest im-
ages are resampled to a resolution of 0.2m, with each sub-image
having a pixel size of 2048x2048. The sub-images overlap by
50% horizontally and vertically. In addition, the training pro-
cess consists of 50 epochs, with a 50% minimum Intersection
over Union (IoU) threshold maintained for both bounding box
predictions and ground truth boxes. The optimizer uses the
AdamW optimizer with a learning rate of 0.0001 and weight
decay of 0.05.

4.3 Results and Discussion

4.3.1 Comparison of colorization approaches We compared
the performance of three colorization methods—Histogram Match-
ing, DDColor, and ColorFormer—across a variety of landscapes,
including forested areas, agricultural fields, and urban area. The
results are shown in fig. 5. Histogram Matching struggled with
realistic color representation, particularly in urban or semi-urban
scenes. For instance, in forested areas, uniform dark green
tones flatten the scene and fail to capture the dynamic nature
of forest canopies. In the rural town environment, most of
the rooftops are incorrectly rendered in green, blending with
the surrounding vegetation and severely reducing the contrast
needed to distinguish buildings from their environment. Moreover,
Histogram Matching produced the least texture variation, res-
ulting in relatively flat representations across all scenes. Trees
appeared uniform and lacked the shading necessary to depict
depth, which was especially noticeable in the forested areas.
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(a)

(c)(b)

Figure 4. ITC results for (a) Overall results, (b) and (c) are parts of (a).

The deep learning methods, DDColor and ColorFormer, both
improved upon Histogram Matching by providing better color
variation and texture overall. In the other hand, both still had
issues with consistently coloring rooftops. Green tones from
nearby vegetation sometimes spilled onto roofs, and some roof
parts were unevenly colored. When comparing the two models,
DDColor provided better color variation and texture but intro-
duced a yellowish-green tint in forested and agricultural areas.
Oversaturation made scenes appear unnatural and hindered fine-
scale tasks like identifying individual tree crowns. In contrast,
ColorFormer consistently outperformed the other two methods
in terms of visual realism. The method avoided the oversat-
uration and yellowish tones found in DDColor and delivered
balanced and natural colors across all scenes. Therefore we se-
lected ColorFormer for the colorization due to its performance
on forested environments.

4.3.2 ITC segmentation The results of instance segmenta-
tion in the experiments are shown in Figure 4. A qualitative
assessment of the results in Figure 4 shows that the algorithm
has high-quality visual performance, with ConvNeXt V2 effect-
ively distinguishing between tree crowns of different scales.
Figures 4(b) and 4(c) show that the majority of tree crowns
can be effectively segmented. The contours of the crowns in
figure 4(c) correspond well with the manual predictions and
show little under-segmentation. However, in Figure 4(b), some
crowns show over-segmentation. This is due to the initial stage
of the inference process, where the images at the edges were
over-segmented. Therefore, Figure 4(a) is composed of many

sub-images, even after the removal of duplicate tree crowns,
some tree crowns located at the image edges were split into sev-
eral smaller crowns. These results are still retained and require
further exploration.

Kranzberg is featured as a mixed natural forest with both broadleaf
and coniferous trees. For larger crowns, segmentation perform-
ance is varied between tree species. As shown in Figure 6,
the algorithm performs well in segmenting coniferous trees.
However, there is some over-segmentation at the edges of sub-
images, most likely because the sub-images themselves divide
the tree crowns into multiple parts. The model also performs
well for broadleaved trees, but there are some challenges and
the performance is varied between tree species. The tree crowns
are contiguous, making it difficult to judge directly how to sep-
arate overlapping crowns from the image. As a result, some
tree crowns may not be correctly segmented, leading to under-
segmentation in Figure 6. Therefore, future work will focus on
improving the performance of the model to deal with both over-
segmentation and under-segmentation for different tree species.

In the absence of ground truth data for Kranzberg, only visual
qualitative assessment is provide. The ITC delineation on the
grey scale image and the colorized image are compared and
shown in Figure 7. The differences in image values between
the individual bands are small, while the three-band information
is more abundant. In grey images, tree boundaries are not clear
and tree centres are difficult to identify, resulting in fewer detec-
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Input Histogram Matching DDColor ColorFormer

Figure 5. Comparison of colorization methods on different scenes. The first column shows the panchromatic image input, followed by
the colorized outputs.

Figure 6. Part area of the ITC delineation result.

tions. In the colorized images, the differences between different
tree crowns are obvious. As shown in Figure 7 (b), the cen-
ters and distributions of conifer crowns are clear. This helps to
better identify the existing of individual trees, with fewer false
negatives.

5. Conclusion

Deep learning models have great potential to automate the forest
inventory measurement, especially when more pubic benchmark
data are available. In this study we have successfully performed
the ITC delineation using panchromatic images. In order to
bridge the domain gap between our panchromatic data and RGB
images and to enrich the available spectral features, a color-
ization step is introduced to generate artificial RGB images.
Compared to the traditional histogram-based approach, deep
learning-based approaches are able to generate an image with

(b)(a)

Figure 7. Comparison of ITC delineation results in grey value
images and colorized images.

rich and close to real spectral features. Tree boundaries can be
better represented, further improving ITC delineation results. In
our experiment, the ITC delineation model trained on UAV data
has performed well on the aerial dataset. Unfortunately we can
not provide a numerical evaluation due to the lack of ground
truth data. More details on tree-level based analyses will be
performed in the further studies.
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