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Abstract 

Cultural heritage documentation benefits from high-quality 3D models that are geometrically and aesthetically accurate. 
Photogrammetry is used worldwide, yet increases in image resolution, image overlaps, and a combination of drone and terrestrial 
imagery have resulted in large datasets that raise new challenges. Conventional processing of large datasets requires expensive 
computational systems with high-capacity RAM. It also leads to large output files that are difficult to store; cloud share; or use in 
virtual reality, augmented reality, and gaming engines. In this study, we propose a non-uniform processing method (NUPM) to 
handle the 3D reconstruction of the Shams-ol-Emareh building of the Golestan Palace UNESCO World Heritage Site in Iran. We 
processed large datasets of photogrammetry on a consumer-grade computer to produce low-size point clouds and meshes with 
efficient texture size and resolution without sacrificing quality. The workflow first fragmented the object based on importance and 
roughness, processed each fragment separately, and then joined the fragments together. Non-uniform processing also meant that 
points, triangles, and pixels with a low level of importance were deleted from all parts of the object. The result was a point cloud, 
mesh, and texture where the space between points as well as the size of triangles and pixels were variable and non-uniform. In some 
cases, the number of points in the point cloud and triangles in the mesh were respectively reduced by more than 90% and 97%, 
leading to usable output sizes without any loss in data quality. 

1. Introduction

Close-range photogrammetry has emerged as the most 
accessible method for recording cultural heritage. However, 3D 
modelling of cultural heritage sites result in large datasets that 
pose significant challenges (Bariami et al. 2012). Historical 
monuments often contain detailed surfaces that must be 
documented precisely to ensure their preservation for future 
generations. Consequently, images are captured at a close 
distance with long lenses and preferably with full-frame 
cameras, resulting in a large number of high-resolution images.  

While technological advances have made it easier to collect 
more data at higher resolution, they have also increased the 
need for computational power (Martinez-Rubi et al. 2017). 
Whether in terms of quantity or high resolution, large image 
datasets are computationally demanding (Sanchita and Ashwini 
2023, Gniady et al. 2017). Both software and hardware 
developments have focused on the automatic processing of large 
photogrammetry datasets and storing, visualizing, and rendering 
large output files (Adrov et al. 2012, Remondino et al. 2017). 
For example, studies have developed new processing algorithms 
to reduce the RAM and parallel processing needed to maximize 
the capacity of computation systems for open-source or 
commercial photogrammetry software. Another solution is 
cloud computing services, but their internet-dependency, cost, 
and loss of control over the photogrammetric process makes 
their reliability, security, and privacy ambiguous 
(Peña‐Villasenín et al. 2020).

Generating a 3D model is the first problem of working with 
large datasets. The second problem is limiting the size of the 
output data without causing a reduction in quality. In general, 
big data comprises structured and unstructured datasets with 
massive data volumes that cannot easily be captured, stored, 
manipulated, analyzed, managed, and presented using 

traditional hardware, software, and database technologies 
(Moussa et al. 2013, Li et al. 2016). Given the high acquisition 
cost, data should be optimized for several outputs (Haubt and 
Jalandoni 2019). However, the large file sizes of traditional 
photogrammetry have impacted consumer-grade computers’ 
ability to share data; generate accurate, real-time, realistic 
visualizations; and create animation in gaming engines.  

One common solution has been to decrease file size by reducing 
the number of points or polygons and decreasing the resolution 
of the mesh’s texture using the Filter Point Cloud, Reduce 
Mesh, and Resize Texture options. However, this uncontrolled 
process causes a loss of information and a reduction in the 
quality of the results (Morales et al. 2010, Anders et al. 2019). 
In contrast, we propose a method that produces a significant 
reduction in output data size without reducing the quality of the 
mesh or texture.  

We call our technique for processing large datasets and 
generating lighter output files that retain quality the “non-
uniform processing method” (NUPM). The procedure follows 
the traditional photogrammetry processing steps, such as 
aligning photos and generating depth maps, point clouds, 
meshes, textures, and tiles. However, in each step of the NUPM, 
the input data from the previous step is divided into smaller 
fragments that are then processed, edited, decimated, filtered, 
resized, and ultimately integrated.  

We performed a case study on the effectiveness of the NUPM 
using the Shams-ol-Emareh building in the Golestan Palace 
(Figure 1). Golestan Palace is on the UNESCO World Heritage 
List. The Shams-ol-Emareh Tower, built in 1867 during the 
Qajar period when Nasreddin Shah ruled Iran, is one of the most 
important buildings on the site because it symbolized Iran’s 
capital city. It is known for its height and decorative elements 
such as the Gothic-style middle clock tower that contrasts with 
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the traditional Iranian-style windows (Zolghadrasli and Hadighi  
2021). The building contains two towers with five floors, 56  
rooms, corridors, staircases, and other inside spaces;  
additionally, there are two pergolas, one main porch, four  
balconies, two terraces, one clock tower and one back alley.  

2. Methods  

2.1 General Data Capture   

As part of a project for the Organization of Cultural Heritage,  
Handicrafts, and Tourism in Iran, we collected photogrammetry  
data to be used in the 3D documentation of the Shams-ol-  
Emareh building. We used ground points to transfer the  
coordinate system of the total station into UTM (Universal  
Transverse Mercator). Then, we measured control points and  
checkpoints on the outside of the building, the inside rooms,  
and other parts of the structure using a total station. We  
captured images from every part of the building using digital  
cameras and a drone. The fieldwork took two people  
approximately 43 days to complete the data capture. Fieldwork  
time for traditional photogrammetry and NUPM is the same.  

We used projecting artificial patterns, dual imaging, and laser  
scanning technology to capture images of textureless walls  
techniques (Ahmadabadian et al. 2019, Santosi et al. 2019,  
Hafeez et al. 2023, Alshawabkeh et al. 2021). We utilized  
minimum DOF (Depth of Field), dual imaging, variable  
background, textureless background, powder coating, and  
masking techniques to photograph reflective and transparent  
surfaces (Palousek et al. 2015).   

In total, we captured an estimated 30,000 images using different  
cameras. We used a Nikon D810 with a 24 mm lens for rooms  
with decorations and a 50 mm lens for detailed decoration and  
paintings; a Nikon D3500 with an 18 mm lens for less  
decorative and small rooms, staircases, and corridors; and a  
Phantom 4 pro with a 24 mm lens for façades, roofs, and terrace  
floors.   

Images were screened and grouped by datasets. Dataset A,  
containing 8,450 photos, was the largest independent dataset in  
this project and represented the building’s exterior, including  
the main façades, balconies, terraces, roofs, and porches.  
Dataset B, containing 2,145 photos, was the largest dataset of  
indoor spaces, which included four rooms connected by three  
staircases. Dataset C, which contained 1,482 photos,  
represented the main hall; Dataset D, which contained 1,161  
photos, represented the king’s room; Dataset E, which contained  
733 photos, represented the lounge room; and Dataset F, which  
contained 721 photos, was the guest bedroom.   

2.2 General Processing  

Our consumer-level computer specifications for processing  
were Intel Core i7 8700K, NVIDIA GeForce GTX 1650 Super,  
and 32 GB ADATA RAM. Camera alignment requires less  
RAM than other processing tasks and is not a limiting step  
(Agisoft Development Team, 2014. Rather, the main limiting  
tasks of processing are generating point clouds and texture. The  
NUPM overcomes RAM limitations and was tested on Agisoft  
Metashape v1.8. The settings and outcomes could be slightly  
different in other versions and different software. Processing the  
model of Shams-ol-Emareh took approximately 3 months, of  
which we estimate 9 days were used specifically for applying  
the NUPM for point cloud, mesh, and texture generation.  
However, processing these steps on such a large dataset with  
traditional photogrammetry processing could not have been  
done with the RAM limitations on our computer. Alignment  
time was the same for NUPM and traditional photogrammetry.  

2.3 Non-Uniform Processing Method (NUPM)  

The basic concept of the NUPM is to subdivide input data into  
smaller fragments in each step based on the level of detail so  
that consumer-grade computers can handle the data processing.  
For Shams-ol-Emarah, we carried out each process according to  
its level of importance and surface type. Next, we applied edits  
to reduce noise and errors. The following step involved  
decreasing the size of the generated file by reducing the number  
of points or triangles based on object’s level. The advantage of  
the NUPM is that every part of the data or object can be reduced  
to a specific amount, independent of the position, which the  
photogrammetrist decides.   

We performed the whole processing procedure in five main  
steps: alignment, point cloud generation, mesh generation,  
texture generation, and tiled model generation. The sequence of  
sub-procedures was not the same in all steps. Figure 2 presents  
the procedure flowchart for implementing the project.  

The first and easiest way to fragment the Shams-ol-Emareh  
building into smaller pieces was to separate independent spaces  
and façades to process each one individually. An example of an  
independent space was an indoor room isolated from other  
rooms by closing all doors and windows. Each independent  
space had an independent dataset. All the independent spaces  
were processed and modeled separately and placed in their  
exact position with the help of the control points and the  
coordinate system.   

Our consumer-grade computer succeeded in aligning each of  
these datasets. However, these datasets were too large to be  
processed in high-quality settings to generate point clouds,  
meshes, and high-resolution textures, therefore requiring the  
NUPM to achieve the desired results. We checked the accuracy  
and correctness of the position of the photos with the help of the  
checkpoints, and we fixed inaccurate images by realigning them  
or removing them from the processes.  

2.3.1 Non-Uniform Processing of the Point Cloud   

After alignment of all the rooms, the second step was to  
generate non-uniform point clouds. We achieved this by  
fragmenting each room into pieces by region boxes and  
generating smaller point clouds separately and in various  
qualities. We then joined the disparate point clouds together to  
create a unified point cloud of the whole room. After this, we  
non-uniformly fragmented the integrated point cloud for the  

Figure 1. Image of the final 3D model (left) and photograph 
(right) of the Shams-ol-Emareh building of Golestan Palace. 
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second time based on smoothness, then edited and decimated,  
and joined   

Step 1: Assigning Quality Level of Processing. There is no need  
to process all parts of a room in maximum quality. Each room is  
divided into smaller parts with a region box. Each part is  
assigned a level of processing from lowest to highest. This level  
is determined by factors such as historical significance, artistic  

importance, surface roughness, details, and size of different  
parts of the room. In our case study, this meant that only  
important, detailed, and rough parts of the room, such as  
decorated plastering, artistic doors and windows, statues,  
carvings, and candlesticks were processed in higher quality.  
Conversely, less important and undetailed parts, such as  
undecorated walls, flat floors, and smooth ceilings, received a  
lower quality processing resolution.  

Figure 2. Flowchart of the project implementation process. 
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Step 2: Generating Cubic Point Clouds. Once all parts of a room  
were bound inside a region box, a cubic point cloud was  
generated for each part based on its level of process quality.  
This helped to reduce RAM requirements and output file size.  
We chose the position and size of the region boxes so that they  
covered all parts of the rooms with little overlap between them.  

Step 3: Joining and Fragmenting Point Clouds. The point clouds  
were merged to create a unified point cloud for each room. The  
unified point cloud had a non-uniform density of points because  
of the different levels of processing quality. This technique not  
only helped to reduce the size of the point cloud and processing  
time but also decreased the computer requirements. If more  
detail is required, the integrated point cloud can be fragmented  
again into selective, detailed, smaller fragments that are no  
longer cubic.   

The point clouds must be fragmented based on smoothness. The  
flatter the surface of an object in real life, the less dense it needs  
to be in the point cloud. Thus, we selected all the fully flat  
surfaces of Shams-ol-Emareh, such as walls, ceilings, roofs, or  
the flat parts of doors or closets, and extracted these into their  
own fragments to be reduced in density. This process continued  
with other groups of points until the last remaining group was  
composed of the roughest surfaces and most elaborate details.  
The edges and break lines of walls belong to the roughest group.   

Step 4: Editing Point Clouds. The point cloud fragments were  
smaller and represented a semi-uniform level of detail. We  
edited the point clouds for noise. Filtering points by their  
confidence was a helpful option to select inaccurate points and  
delete them or to decrease their density. Each point was  
assigned a confidence value between 1 and 255.   

Step 5: Levelling and Decimating Point Clouds. After editing  
the point clouds, we assigned them a level depending on the  
complexity of the surface to determine decimation level and  
reduce density (Figure 3). The Filter Point Cloud option  
decimates the point cloud according to the user-defined point  
spacing distance. We assigned the point cloud with the flattest  
surface the maximum decimation (Level 7), resulting in the  

lowest density of points, while we gave the minimum  
decimation (Level 1) to the most detailed, jagged, and decorated  
surfaces to retain the highest density of points.  

Step 6: Rejoining Point Clouds. When all point clouds were  
reduced in density, they were merged to create a unified point  
cloud of the room with non-uniform density. A reduction in  
density equates to a smaller file size.   

2.3.2 Non-Uniform Mesh  

The main objective for the mesh was to ultimately generate a  
texture with optimum resolution. For each room, the mesh was  
generated based on the point cloud rather than directly from  
depth maps because the workflow used assumes point cloud  
editing before mesh reconstruction. Since RAM is not a limiting  
factor for mesh generation, higher quality settings can be used  
to obtain more detailed and accurate geometry. However, this  
requires a longer time for processing, creates an unnecessarily  
large file, and hinders the generation of an optimum texture. We  
needed to edit the mesh of Shams-ol-Emareh to improve the  
quality of the model, and the number of polygons needed to be  
reduced to decrease the file size.  

The resolution of the final texture for the whole room needs to  
be non-uniform to avoid unnecessary pixels that increase output  
file size. Most importantly, there is a memory limitation for  
generating high-resolution texture. As such, the generated mesh  
was fragmented, edited, decimated, optimally texturized, and  
then rejoined like a puzzle.   

Step 1: Non-Uniform Fragmentation of the Mesh. Our main  
objective for breaking a mesh into smaller fragments was to  
generate textures for each fragment with various resolutions  
based on the texture’s importance and detail of the texture. This  
procedure is like the third step of non-uniform point cloud  
processing, where different parts of the room are extracted, but  
this procedure differs in its selection criteria. Unlike the point  
cloud, which is fragmented based on the smoothness of the  
surfaces, the mesh is fragmented based on the necessary detail  
of the texture for the area of the room. For example, an intricate  

Figure 3. Decimated point clouds and results of the decimation ratio based on the level of smoothness. 
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painting on a flat surface is much more important than a jagged  
surface with unimportant texture like a column or a texture-less  
plaster; hence, the mesh of the painting receives a higher  
resolution of texture than the column or plaster. In Metashape  
v1.8 there is no option to select a group of points for  
decimation; however, there is an option to decimate the mesh  
for selected faces. This procedure also circumvented RAM  
limitations for decimating large numbers of faces. The amount  
of memory required for model decimation depends on the initial  
polygon count, not the target face count.   

Step 1: Editing Meshes. Editing the fragmented meshes  
included deleting or replacing redundant parts not attached to  
the main mesh, smoothing meshes, closing holes, sharpening  
edges, enabling and disabling images to adjust the texturing  
process, masking images and calibrating image colors. To edit  
and smooth noisy parts on flat surfaces like walls or mirrors and  
glass, we selected those triangles and used the Smooth Mesh  
option, checked the Apply for Selected Faces option, and set a  
high number for the strength. When some of the selected  
triangles were placed on the borders of the mesh, we checked  
the Fix Borders option. If the surface was so noisy that this  
option did not solve it, then we deleted the selected area and  
filled the empty part using the Close Holes option and checked  
the Apply to Selection option.  

Step 3: Decimating Meshes. All the fragments of the mesh were  
decimated into a triangle count that reduced the file size. As  
breaking the mesh was not based on the smoothness of the  
surfaces, there were different room components with varying  
surface smoothness in a single model. Although most  
photogrammetric software can decimate a mesh to some extent  
with minimal deformation of the model, high levels of  
decimating a whole mesh can still result in data loss in rougher  
sections and eliminate the sharpness of the edges (Farella et al.  
2022, Verhoeven et al. 2017, Gotsman et al. 2002). Therefore,  
triangles of smooth surfaces on the mesh were selected and  
reduced by the Decimate Mesh for Selected Faces option.  
Unlike decimating point clouds, where the density was reduced  
according to level, in the Decimating Mesh step it was possible  
to decimate selected groups of triangles independently to a  
specific target triangle count, resulting in greater reduction than  
the point cloud step (Figure 4).   

  

Figure 4. 3D model of a room in Shams-ol-Emareh showing the  
various triangle sizes based on the smoothness of surfaces. No  

reduction is evident in the detail of the break lines like door and  
wall boundaries and frontiers between floor tiles (right image).  

Step 4: More Editing of Meshes. When we decimated meshes in  
flat surfaces, those parts were not well smoothed. Hence, before  
generating a high-resolution texture for the non-uniform mesh,  

we edited them again and slightly flattened the decimated  
surfaces. The edges and break-lines became sharper by using  
the Smooth Mesh Option at low strength and checking the Fix  
Borders and Preserve Edges options. These measures were  
taken to sharpen the model’s edges and smooth the flat surfaces.  
Checking the Fix Borders option keeps the triangles on the  
borders of the meshes unchanged, and when joining the meshes  
in the next steps, it preserves gaps or overlaps between them.   

2.3.3 Non-Uniform Texture   

The maximum resolution of the texture is equal to the resolution  
of the best image, or the one that shows the most detail.  
Generating a unified texture of optimum quality requires setting  
the texture size to a high number. With these datasets,  
generating texture with maximum resolution in a single process  
is impossible on most consumer-grade computers with limited  
RAM. Exporting texture to several files allows for greater  
resolution of the final model texture, while export of high-  
resolution texture to a single file can fail due to RAM  
limitations. One objective of this project was to reduce the final  
file size, and therefore reducing texture size was necessary.  
However, reducing texture size the standard way results in data  
loss in important sections. Using NUPM for texture resulted in a  
final model with a non-uniform texture resolution and a  
decreased file size.  

A texture was generated for each mesh fragment in various  
resolutions. Walls or sections without texture or patterns or with  
less important surfaces were processed in low resolution, while  
important and well-textured sections, such as paintings and  
decorations, were processed in higher resolution. By enabling  
only photos captured with Nikon D810 and 50 mm lens, we  
reduced the RAM requirement, increased processing speed, and  
improved texture quality for fragments that included important  
textures, such as paintings and decorations. These images were  
captured at a perpendicular angle to surfaces that were  
important in terms of texture. The Nikon D810 has a larger  
sensor size, higher dynamic range, higher sensitivity, lower  
noise levels, and higher resolution than Nikon D3500. In  
addition, the longer camera lens makes distant objects appear  
magnified. As a result, images captured by the Nikon D810 and  
50 mm lens had better quality than the other image groups.  
Large overlaps between these images were not necessary as the  
main purpose of capturing them was generating textures, not  
point clouds or mesh. This significantly reduced the number of  
photos involved in the processing step of generating texture for  
those fragments, thereby resulting in a considerably lower RAM  
requirement and faster processing. The generated texture also  
had a higher quality and resolution due to the use of a better  
camera and magnified images. This technique was applied for  
the areas with the most important texture.   

For the less important areas, we applied another technique to  
reduce the RAM requirement and increase processing speed  
when generating textures. We disabled some images that were  
similar to their neighbors. In photogrammetry, captured images  
have substantial overlaps that are needed for the 3D  
reconstruction of objects (Róg and Rzonca 2021); this means  
that every part of an object is seen in a few images, but it is not  
mandatory that all of them be involved in generating texture.  
Thus, we disabled some of them while generating textures. For  
some fragments, we disabled every other image until 50% of  
images remained enabled. For some flat surfaces, we disabled  
more than 70% of images because they had too much overlap.  
All the fragmented textured meshes of a room were then merged  
like a puzzle to create a unified, non-uniform textured model  
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with sharp edges. The final file size was thus significantly  
decreased without any meaningful loss of data in meshes and  
texture. Furthermore, all textured models of the rooms and the  
building’s exterior were in the right position due to their  
integration in the coordinate system.  

3. Results  

There were two main objectives of this research: first, to  
overcome the limitations of processing large datasets using  
consumer-grade computers; and second, to reduce the file size  
of the output data to facilitate storing, sharing, and visualization.  
The NUPM we propose was used on approximately 40  
independent spaces in the Shams-ol-Emareh building, but we  
selected two of them to demonstrate the results at different  
processing stages. The first is the lounge (Dataset E), which  
displays maximum variety in the level of artwork, decorations,  
and surface roughness. The second is the multi-space room  
(Dataset B) with the largest number of images captured to  
compare output size of the traditional method versus the  
NUPM.   

After generation of the non-uniform point cloud, mesh, and  
texture, we needed to compare these with data produced via  
traditional methods. However, generating a high-quality unified  
point cloud for Dataset E and Dataset B was beyond the  
capabilities of our consumer-grade system. To overcome this  
obstacle, we generated cubic point clouds and merged them  
together.  

3.1 Non-Uniform Point Cloud   

In the non-uniform point cloud, the density of points and the  
space between them were not fixed values, unlike point clouds  
produced by traditional uniform methods. The result of building  
the point cloud non-uniformly is that the parts of the room with  
rough and detailed surfaces contain denser points, while flat and  
undetailed parts have lower point density (Figure 5).  

3.2 Non-Uniform Mesh-Triangles  

The non-uniform point cloud was used to produce the mesh, and  
the mesh was edited to create the non-uniform mesh. Like the  
non-uniform point cloud, the non-uniform mesh has various  
triangle densities and sizes (Figure 4). Only a few triangles are  
necessary to represent a flat surface in a mesh. Traditional mesh  
generation of walls and floors would have resulted in numerous  
small triangles and large file sizes. The NUPM reduced the  
number of triangles for these surfaces considerably without a  
meaningful loss of data, whereas the triangles on more detailed  
surfaces underwent less reduction to maintain their geometry.  

3.3 Non-Uniform Texture   

After the non-uniform mesh was complete, we generated the  
texture. The texture was also built non-uniformly, which means  
that visually important and detailed surfaces (e.g., paintings and  
decorations) had much smaller pixel sizes than the textureless  
and unimportant features of the room (e.g., walls, mirrors, and  
modern construction). The texture of newly painted walls and  
mirrors had a 1.8 cm pixel size, while embossed motifs had  
0.249 mm pixel size, and plaster had 0.4 mm pixel size,  
showing pixels of important features were 72.3 times and 45  
times smaller less important features (Figure 6).   

 

Figure 5. The point cloud generated via the traditional method 
(top) undergoing the NUPM (bottom). 

 

 Figure 6. The non-uniform pixel size of 1.8 cm for newly 
painted walls and mirrors (top and bottom), 0.249 mm for 

embossed motif (top), and 0.4 mm for plaster (bottom). 
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3.4 Output Data  

As mentioned in the introduction, decreasing output file size  
without meaningful loss of data was one of our main objectives.  
The NUPM generated non-uniform point clouds, meshes, and  
textures that significantly decreased output file size by  
decimating the number of points, triangles, and pixels with the  
lowest loss of data quality.  

Table 1 presents a comparison between traditional  
photogrammetry results and the NUPM results for the largest  
indoor space (Dataset B). The NUPM yields an 89.62%  
reduction in points for the point cloud and a 97.37% reduction  
in triangles for the mesh. Furthermore, the NUPM reduced the  
output file size of the point cloud by about 90% and the mesh  
by about 97% compared to the traditional method. The NUPM  
allows control in every stage of the photogrammetry process,  
which helps to generate better-quality 3D models (Figure 7).  

  

Figure 7. A window processed by the traditional method (left)  
and the NUPM (right). The NUPM produced an output with less  

noise and more detail.  

4.  Discussion and Conclusion  

The results demonstrate that the NUPM is an effective  
workflow to process large datasets of photogrammetry imagery  
without a meaningful reduction in the quality of output data  
using a consumer-grade computer with a limited RAM. Instead  
of fragmenting objects based on their position using a region  
box, we split objects into smaller fragments non-uniformly  
based on the importance of the parts of the object in each step  
(generating point cloud, mesh, texture). This gave us more  
control over the model, particularly the ability to decide the  
level of processing settings, density, detail, texture resolution,  

smoothness, file size, space occupied, precision, and quality for  
every single part of the object individually. In this way, the  
important parts of an object can be processed in higher quality  
with more density, resulting in more details.  

The main limitation of the NUPM is that processing is manual  
and time-consuming. It involves numerous additional steps  
beyond the traditional photogrammetry workflow that increase  
processing time. However, many large datasets cannot be  
processed in the traditional way. Furthermore, the results  
featured a significant reduction in output data size for point  
clouds, mesh models, and texture. The reduced data size also  
alleviated problems related to storing, managing, manipulating,  
analyzing, transferring, visualizing, and rendering large files of  
photogrammetry outputs for traditional hardware, software, and  
database technologies.   

The non-uniform method has been tested on the historical  
buildings of Shams-ol-Emareh, but we believe this method has  
the capacity to be expanded and used in other aerial and close-  
range photogrammetry areas beyond cultural heritage. Since the  
main procedures for 3D reconstruction of modern buildings,  
smaller objects, historical sites, and the surface of a ground are  
almost identical, it would be feasible to employ this technique  
to process generic large datasets. The NUPM can even be tested  
on satellite imagery and super-large datasets where the aligning  
step is also a limiting task for the computer system.   

This case study demonstrated the benefits of non-uniform  
processing for generating non-uniform point clouds, meshes,  
and textures. However, it is possible to expand this idea to non-  
uniform data-gathering, such as photographing, target points  
distribution, and camera resolution, to prepare raw  
photogrammetry data. We did this during data capture of this  
project when we took fewer but higher quality photographs  
intended for use in texturizing. Another possibility is in drone  
control apps. If the distances between images or flight lines are  
not fixed and instead change from station to station or line to  
line non-uniformly based on roughness, texture, or importance  
of the ground surface, non-uniform data gathering would help  
decrease the number of images and flight time. Regardless of  
whether a user has computational limitations, the NUPM can  
still be beneficial for most datasets because of its reduced output  
file size and better-quality data output.  
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