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Abstract 
 
The 3D digital representations of physical objects are inevitably marked by gaps and imperfections arising from both technological 
limitations and contextual acquisition constraints. These shortcomings often necessitate manual or semi-automatic interventions, 
introducing elements of subjectivity into the modelling process. Despite the increasing use of 3D technologies across the Galleries, 
Libraries, Archives, and Museums (GLAM) sector, a standardised methodology for classifying and documenting mesh incompleteness 
is still lacking, undermining the transparency, reusability, and interoperability of such data. This paper addresses two core research 
questions: (RQ1) Which acquisition conditions can be identified as the main contributing factors to the occurrence of holes in 3D 
meshes? (RQ2) How can topological modifications resulting from the manual integration of holes in 3D cultural heritage models be 
automatically tracked and visualised? To address these questions, we propose a classification framework grounded in five case studies 
drawn from two digitisation campaigns conducted within the CHANGES project (Spoke 4). We further present a workflow for a post-
hoc, method-agnostic identification approach for the automatic tracing and interactive visualisation of topological edits, implemented 
within a Web3D environment based on the ATON framework. Situated within a pipeline that adheres to FAIR principles, this 
methodology aims to enhance the interpretability and scholarly value of digital reconstructions by embedding provenance-aware 
metadata. Building on established approaches in critical architectural reconstruction, this work proposes a methodological extension 
tailored to the nuanced management of holes in cultural heritage 3D models. 
 
 

1. Introduction 
 

The 3D digital representation of real-world objects is inherently 
imperfect due to technological and data collection limitations, 
leading to the presence of gaps and inaccuracies widely 
recognised in the literature (Davis et al. 2002; Attene et al. 2013). 
These imperfections can range from local connectivity issues, 
where the mesh connectivity is compromised, to global 
topological errors, such as incorrect component counts, genus 
discrepancies, or orientation problems (Campen et al. 2012). 
 
Geometric defects, in particular, pose more complex challenges 
that require case-specific analysis and nuanced solutions (Attene 
et al. 2013). These defects are referred to as holes and typically 
arise from insufficient surface sampling during the Surface 
Reconstruction phase (Sabbah et al. 2013). Holes may encompass 
areas of missing data of various dimensions, making their repair 
a challenging task (Attene et al. 2013). 
 
Resolving these issues requires a combination of automated 
processes and manual interventions, inherently incorporating 
elements of subjectivity and authorial decision-making. Despite 
the growing adoption of 3D technologies in the Galleries, 
Libraries, Archives, and Museums (GLAM) sector, there is a lack 
of a shared methodology for classifying and analytically tracing 
mesh inaccuracies arising from acquisition conditions, leading to 
issues of data transparency and interoperability. Building on 
these premises, this study aims to address two complementary 
research questions: 
 
RQ1: Which acquisition conditions can be identified as the main 
contributing factors to the occurrence of holes in 3D meshes? 

RQ2: How can topological modifications resulting from the 
manual integration of holes in 3D cultural heritage models be 
automatically tracked and visualised? 
 
To address these questions, the article is structured as follows. 
Section 2 introduces the most relevant related works on hole-
filling techniques and the use of paradata to detect authorial 
interventions in the field of cultural heritage. Both research 
questions are explored in Section 3. 
 
First, we propose a basic categorisation that links five 
representative case studies to the main problematic acquisition 
conditions encountered during two extended digitisation 
campaigns carried out within the CHANGES project, Spoke 4 
(https://www.fondazionechanges.org/spoke-4/). This 
categorisation aims to identify and confirm potential patterns in 
the systematic presence of mesh gaps caused by acquisition 
techniques and environmental conditions. 
 
Second, to address RQ2, the case studies serve as a basis for 
proposing a methodology for detecting manual integrations and 
visualising such data. In this context, to enable interactive 
visualisation, comparison, and highlighting of the obtained 
results, the Texture Rendering with Annotated Color Encoded 
(TRACE) is introduced, a small online Web3D tool developed on 
the ATON framework (https://aton.ispc.cnr.it/). Finally, in 
Section 4, we conclude the contribution by discussing the results 
obtained and the possible further improvement of the 
methodology to be implemented in the future. 
 
Starting from an established FAIR-compliant pipeline developed 
within the project, this study seeks to improve 3D object 
reconstructions by enriching their informational depth, 
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incorporating metadata that conveys data certainty and quality 
alongside geometric and texture details. Our proposal is, 
therefore, to adopt, through a process of methodological 
adaptation, the approach developed for documenting the 
integration of critical reconstructions of lost or non-extant 
architectural elements and to apply it to the remediation of gaps 
in digital models caused by intrinsic limitations in the data 
acquisition and processing workflow. 
  

2. Related Work 
 
Acquisition conditions strongly affect the quality of the outcome, 
influencing the geometric accuracy and, consequently, the 
presence of holes and noise levels (Ch'ng et al. 2019; Apollonio 
et al. 2021). Indeed, surveying artifacts in museums can be 
particularly challenging due to various constraints imposed by 
the environment—such as limited space and poor lighting 
conditions—which especially affect passive techniques, as they 
are more sensitive to ambient illumination than active sensors 
(Nicolae et al. 2014). 
 
Furthermore, holes can result from factors like low reflectance, 
scanner placement limitations (Davis et al. 2002), or restricted 
accessibility to certain areas (Aldeeb and Hellwich, 2017). 
However, a systematic taxonomy of geometric issues tied 
specifically to acquisition methods is still lacking in the literature. 
 
Regarding hole filling, existing literature predominantly 
emphasises automatic methods for gap closure (Santos et al. 
2012; Sabbah et al. 2013; Aldeeb and Hellwich, 2017), while a 
systematic framework incorporating the role of human 
intervention in mesh reconstruction remains underexplored. 
Centin and Signoroni (2018) provide an interesting and detailed 
overview of the different types of automatic hole-filling 
techniques, along with explanations of the underlying algorithms.  
 
Hole-filling and mesh completion are typically addressed 
through surface-based or volumetric reconstruction techniques. 
Surface-based methods, such as Poisson Reconstruction 
(Kazhdan et al. 2006), are robust but necessitate boundary 
matching, which becomes challenging for complex topologies. 
While they are effective for small holes, they may result in detail 
loss and artifacts, particularly in high-precision applications. 
Volumetric methods, like Octree-based reconstruction (Podolak 
and Rusinkiewicz, 2005), handle complex meshes more 
effectively but require re-meshing, which may lead to loss of 
detail due to voxelisation and contouring. Hybrid methods, such 
as the approach proposed by Centin and Signoroni (2018), 
combine volumetric guidance with surface-based filling 
techniques. 
 
In addition to the classical algorithmic methods just mentioned 
that work exclusively based on 3D geometry, different 
approaches have been proposed that work on 2D projections of 
hole contours and solve them directly on the images by 
interpolation (Pèrez et al. 2021), or use the images to deform a 
provisional fill mesh as a solution to an energy-minimisation 
problem (Brunton et al. 2010). 
 
In recent years, deep learning approaches have advanced the use 
of generative models to address surface completeness while 
disregarding topological information (Hermoza and Sipiran, 
2018; Van Nguyen et al. 2024). Convolutional neural networks 
(CNNs) have also proven effective for hole repair, either by 
exploiting contextual cues from the surrounding geometry in the 
2D domain (Wang et al. 2020) or by incorporating curvature-

aware features of the mesh (Hernandez-Bautista and Melero, 
2025). 
 
Lastly, manual intervention by 3D modelers is considered 
essential, mainly when dealing with large and/or complex gaps 
(Campen et al. 2012; Sabbah et al. 2013; Apollonio et al. 2021), 
and this statement is still valid even with the aforementioned AI-
based methods. In these cases, contextual interpretation and 
reconstruction significantly improve the precision of the results 
compared to purely mathematical or probabilistic solutions 
(Campen et al. 2012). This aspect, often underestimated by non-
experts (Campen et al. 2012), is crucial in high-precision fields 
such as cultural heritage preservation. 
 
Regardless of whether the hole- and gap-filling process is 
performed algorithmically, through AI inference, or manually, 
detailed tracking and documentation are essential. But this 
requirement becomes even more stringent in manual approaches, 
where the integration of new data involves critical reasoning in 
addition to technical mesh analysis, especially when dealing with 
geometries of scientific value (Apollonio et Giovannini, 2015; 
Apollonio et al. 2021a; Luengo et al. 2025). 
 
Metadata and, more specifically, paradata play a crucial role in 
ensuring the accuracy and credibility of the model’s visual output 
(ICOMOS General Assembly, 2017; Börjesson et al. 2020; 
Huvila, 2022). To address this need, Luengo et al. (2025) propose 
a standardised framework incorporating both paradata and 
metadata, which includes an entry for “Manual 
intervention/correction.” This feature allows for tracking the 
extent of manual involvement, from full manual reconstruction 
to entirely automated processes, highlighting the importance of 
documenting the decision-making process in manual 
interventions. 
 
Nevertheless, to effectively demonstrate the contribution of the 
author's intervention to the model, the inclusion of paradata in 
text form, while machine-readable, can be insufficient 
(Apollonio and Giovannini, 2015). A more comprehensive 
approach is needed to visually capture and communicate the 
extent of manual corrections made during the reconstruction 
process. This highlights the need for new methods that move 
beyond textual paradata, favouring more intuitive, media-based 
tools that align with visualisation and enhance accessibility for 
multidisciplinary teams, thus enabling more reliable data sharing 
(Apollonio and Giovannini, 2015). 
 
Although there is a body of literature focused on documenting 
the reconstruction of 3D objects without a real-world counterpart, 
particularly historical reconstructions based on sources such as 
sketches, drawings, and photographs, mainly in the architectural 
field (Apollonio and Giovannini, 2015; Hauck and Kuroczyński, 
2016; Apollonio et al. 2021a), the literature concerning reality-
based models that exhibit holes—i.e., a mix of surfaces with high 
accuracy and parts with variable accuracy—remains scarce. 
 

3. Materials and Methods 
 
3.1 CHANGES project case studies 
 
The case studies presented are part of the survey campaigns 
carried out within Spoke 4 of the CHANGES project, 
specifically: the pilot study dedicated to the creation of the digital 
twin of the temporary exhibition The Other Renaissance: Ulisse 
Aldrovandi and the Wonders of the World 
(https://site.unibo.it/aldrovandi500/en/mostra-l-altro-
rinascimento) held in Palazzo Poggi Museum, focused on the 
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naturalist Ulisse Aldrovandi; and the core project conducted at 
the Geological Collection Giovanni Capellini Museum, part of 
the University of Bologna museum system. The two acquisition 
campaigns included, respectively, a total of 301 objects (Balzani 
et al. 2024) and 87 objects digitised at the Capellini Museum. 
Both projects adopted an approach aligned with the FAIR 
principles of open science in terms of metadata management 
(Barzaghi et al. 2024) to develop a methodology that could be 
reproducible in other contexts (Barzaghi et al. 2024a; Barzaghi et 
al. 2024b).  
 
Our research output prioritises the preservation of three 3D 
model versions to digitally represent each physical asset, as 
shown in Figure 1: 
 

● Processed Raw Model (RAWp): the preliminary output 
obtained from the photogrammetry or 3D scanner 
software, based only on automatic and semi-automatic 
intervention to solve minor imperfections. 

● Digital Cultural Heritage Object (DCHO):  the 
complete and refined model obtained after solving 
geometry and texture issues. 

● Optimised Digital Cultural Heritage Object (DCHOo): 
the optimised version for seamless, real-time online 
interaction on web-based platforms. 

 
The preservation of these three different models ensures that the 
transformations applied to the model during all stages are fully 
traceable. 
 

 
Figure 1. 3D data taxonomy established as research output. 

 
The process began with an evaluation of acquisition 
methodologies. Since both campaigns took place in museum 
settings, the acquisition had to be carried out within strict time 
constraints, making use of the days when the spaces were closed 
to visitors.  The acquisition processes were also impacted by 
operational and spatial limitations.  Specifically, the inability to 
move certain items from their display cases for conservation and 
the lighting conditions, not always adjustable. This contributed 
to datasets that were sometimes incomplete, requiring the use of 
automatic, semi-automatic, and manual hole-filling interventions 
by the operator. 
 
The initial collection of 3D raw data (RAW) was conditioned by 
the objects' heterogeneity in terms of shape, size, and material. In 
Aldrovandi's digitisation campaign, the heterogeneity of the 
objects involved a wide range of typologies, including natural 
specimens, printed and manuscript volumes, scientific 
instruments, woodcuts, dioramas, nautical charts, archaeological 
findings, models and artworks such as paintings and sculptures. 
In the context of the acquisitions carried out for the Capellini 
collections, the objects to digitise included primarily fossils, 
bones, and plaster casts, all belonging to the paleontological 
domain.  
 
The digitisation process involves several phases to provide the 
digital representation of each physical asset: 1) the acquisition 

phase, where the most suitable technique among 
photogrammetry and scanning technologies is selected to capture 
the object’s geometry and texture; 2) the processing phase, 
where small holes or gaps in the raw data are filled through 
interpolation using Software from Motion (SfM) or 3D scanning 
software. In this phase, human operators define the input 
parameters to solve minor imperfections, resulting in the RAWp. 
Issues that can’t be fully resolved during processing are 
addressed in 3) the modelling phase, where the operator 
manually corrects topological errors using 3D modelling 
software to obtain the DCHO. If the missing areas are extensive, 
orthographic photographs are used for reference; otherwise, the 
operator relies on their knowledge, visual perception, and tactile 
experience with the object to complete the model; 4) the 
optimisation phase, where the DCHO undergoes simplification 
and remeshing to achieve the DCHOo; 5) the export phase, 
where the various versions of the model (RAWp, DCHO, 
DCHOo) are converted into specific formats suitable for 
archiving and sharing; 6) a metadata and provenance creation 
phase, during which structured information is generated for each 
physical and digital asset, and provenance details are tracked and 
recorded for every metadata entry; 7) finally, in the presentation 
phase, the DCHOo is uploaded to the web platform ATON 
(Fanini et al. 2021), enabling online access and user interaction 
with the 3D content. 
 
For a detailed description of each stage of this workflow and the 
management of the resulting data, see previous work (Balzani et 
al. 2024; Barzaghi et al. 2024, Barzaghi et al. 2024a, Barzaghi et 
al. 2024b). 
 
3.2 Tracing integrations 
 
During the acquisition campaigns of the objects, we encountered 
significant challenges due to various factors, which can be 
summarised into four main categories: 
 
a) Problematic lighting conditions: the lighting in the 
exhibition space was not optimised for digital capture, resulting 
in cast shadows, reflections and uneven illumination that 
interfered with accurate data capture. 
 
b) Geometric complexity: objects with intricate shapes, 
undercuts, cavities, or fine surface details are harder to capture 
accurately, especially if occluded parts are not accessible from all 
angles and if the mesh sampling reflects the frequency of the 
geometric features (Lévy and Zhang, 2010).   
 
c) Immovability of the object: many of the objects could not be 
removed from their display cases, due to conservation 
restrictions, fragility, or size, limiting the angles and proximity 
from which they could be scanned or photographed. Furthermore, 
the display cases themselves often posed a physical barrier to data 
acquisition 
 
d) Non-Lambertian characteristics: materials, such as 
dielectrics (e.g., glass, porcelain) and conductors (e.g., metals), 
exhibit specular reflection properties that vary depending on the 
viewer’s position. These materials reflect light in non-uniform 
ways, which can introduce inconsistencies in photogrammetric 
workflows and hinder accurate interpretation in scans based on 
structured light (SLS). In contrast, Lambertian surfaces appear 
evenly lit from all viewing angles and, therefore, do not present 
such issues. 
 
In this context, we will discuss 5 representative case studies of 
these four conditions (Tab. 1), applying a common methodology 
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conceived to highlight the mesh modifications due to manual and 
semi-automatic reconstruction made on the RAWp to obtain the 
DCHO and the DCHOo. 
 

Problematic 
condition  

Representative 
case studies   

Acquisition 
techniques 

a  CS1 Photogrammetry 

b CS2 Structured Light 
Scanner 

c CS3 Photogrammetry 

d CS4 
 
CS5 

Photogrammetry  
 
Structured Light 
Scanner 

Table 1. Problematic acquisition conditions and representative 
case studies. 

 
Once the RAW data has been generated, it is processed within 
the SfM or 3D scanning software to obtain the RAWp. During 
this process, one possible step is to use an initial automatic hole-
filling procedure directly within the software, following an 
analysis of the gaps. However, this option is generally effective 
only for smaller holes, while it proves unsatisfactory for larger 
gaps, which require more extensive intervention (Apollonio et al. 
2021).  
 
Following processing, the RAWp model is imported into a 3D 
modelling software, where further refinement is achieved 
through a combination of semi-automatic and manual 
modifications.  
 
A key step in the post-processing phase entails addressing the 
excessive geometry present in areas where alignment errors are 
most pronounced and the elimination of redundant and 
misaligned geometry. Semi-automatic techniques are then 
employed to fill the connectivity errors and solve non-manifold 
issues. Subsequently, sculpting operations are performed to 
slightly soften the excessively sharp edges of the newly added 
geometry. In some cases, when a dynamic topology tool (i.e. 
Dyntopo in Blender) is used during the process to perform real-
time remeshing of manual integrations, an initial form of tracking 
can be obtained on the texture map as a side effect of the UV 
destruction that occurs alongside dynamic topology. This feature 
allows for dynamic tessellation of the mesh by locally 
subdividing or collapsing geometry based on the sculpting 
strokes, enabling more detailed modelling without predefined 
topology. 
 
In a previous work (Bordignon et al. 2025; Bordignon et al. 
2025a), we described a method for tracking the integrations 
applied to incomplete meshes by continuously and contextually 
updating a semantic vertex color map. In the present work, we 
propose a generalisation of the concept of communicating the 
degree of confidence associated with modifications and 
integrations without relying on continuous tracking. Instead, we 
introduce a post-hoc, method-agnostic identification approach. 
 
In the case studies presented here, although the processes were 
carried out using the tracking-based method, we apply the 
generalised approach to serve a dual purpose: to test its 
applicability and to validate it by comparing its results with the 

data we tracked during processing. Thus, while the case study 
descriptions implicitly assume live tracking of all modifications, 
the final comparison remains agnostic to the parallel tracking 
sub-process, allowing for a post-hoc assessment independent of 
continuous modification tracking, thereby increasing resilience 
to errors, inconsistencies across file formats, or data loss. 
 
To systematically detect the geometry modifications applied to 
the model, a false-colour texturing methodology is adopted. The 
RAWp is assigned a uniform colour texture to standardise the 
base appearance.  Meanwhile, the mid-poly DCHO obtained 
from 3D modelling interventions is assigned an empty 4K 
texture. Following verification of the precise overlap between the 
two models, the Diffuse component is baked. In this context, 
depending on the specific modifications to be detected, the 
Extrusion and Max Ray Distance parameters can be adjusted. 
While Extrusion refers to the outward expansion of the low-poly 
mesh along its normals to ensure proper ray intersection during 
baking, the Max Ray Distance defines the maximum length a ray 
can travel to locate corresponding details on the high-poly mesh.  
 
To detect all types of modifications made to the RAWp mesh—
from minor manual interventions to resolve non-manifold issues, 
to remeshing, and systematic work on major holes—the value of 
0.01 m proved to be optimal for both parameters. Starting from 
this value, it is possible—depending on the accuracy of the 
resulting mesh—to gradually adjust the parameters to enable 
selective detection: for instance, in cases where only major gaps 
are to be identified, rather than the overall mesh topology (Fig. 
2). The false-color baking was planned to obtain a color-coded 
map (referred to as the Refinement Trace Map from this point 
forward), where render modifications and integrations on the 
model are identified in white (1) and the areas of the mesh that 
align perfectly with the original in black (0). 
 

 
Figure 2. Example of selective detection on the 3D model of the 

bust of Ulisse Aldrovandi. 
 
Similarly, to trace areas that, due to the presence of holes, lack 
sufficient data to generate a texture during reprojection, a 
secondary baking process is performed on the original texture 
map to highlight the areas where the texture will be completed 
using editing software. Indeed, while on one hand the areas where 
geometry has been reconstructed remain “empty”, the same 
applies to certain regions where the baking process fails to 
transfer the original texture accurately. 
 
This methodology enables clear differentiation between the 
original and the reconstructed areas, facilitating the detection of 
modifications throughout the post-processing workflow. The 
case studies presented in the following sections aim to provide 
concrete examples of the systematic implementation of this 
methodology for detecting manual interventions and visualising 
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them, thereby further reinforcing the transparency of the initial 
pipeline presented. 
 
3.2.1 Problematic lighting conditions: The mammoth case 
study (CS1) examines the digitisation of a specimen from the 
Giovanni Capellini Museum's collection, highlighting challenges 
encountered during its data acquisition under suboptimal lighting 
conditions using photogrammetry techniques (Nicolae et al. 
2014).  
 
The subject is a medium-to-large-sized mammoth cast, crafted 
from painted plaster and supported with an internal wrought iron 
framework. The item’s fixed position at the intersection of a 
room and an adjoining corridor restricted operator mobility 
during data collection. The museum's lighting system lacked 
adjustable intensity controls. It primarily consisted of direct 
spotlights in both the main room and the corridor, leading to 
significant issues with contrast and reflectance on the object’s 
surface. Additionally, the system did not allow the selective 
activation of light sources in the environment involved.  
 
To mitigate reflectance problems, the environment’s lighting was 
turned off. Natural light, diffused through a curtained window, 
adequately illuminated the model's front but left the rear 
insufficiently lit, resulting in uneven illumination. Available 
artificial lights lacked polarising filters and were inadequate for 
properly illuminating the model's rear, causing surface 
distortions. 
 
Data acquisition was performed using a NIKON D750 camera, 
supported by a ladder to reach necessary heights. Camera settings 
were maintained at ISO 400, f/16 aperture, 48mm focal length, 
and a 6-second exposure time. The resulting RAW dataset was 
initially processed in RawTherapee 
(https://www.rawtherapee.com/) to address underexposure and 
white balance issues before being processed in 3DF Zephyr 
(https://www.3dflow.net/it/). Despite placing coded markers 
around the model, the software failed to align the rear and 
portions of the upper sections, leading to significant gaps and 
areas of low confidence in the RAWp. 
 
Furthermore, the object's non-Lambertian surface characteristics, 
combined with challenging lighting conditions, contributed to 
generating a noisy mesh.  The manual modelling of the missing 
parts was done in Blender (https://www.blender.org/), using the 
photographs of the rear as references to reconstruct and sculpt the 
model as faithfully as possible to the physical object (Fig. 3). 
 

 
Figure 3. From left, the RAWp, the DCHO and the Refinement 

Trace Map of CS1. 
 
3.2.2 Immovability of the object: The Mosasaurus skull (CS2) 
belongs to the Giovanni Capellini Museum’s collection and was 
a small to medium-sized object with a dark, uneven and slightly 

reflective surface due to the preservative in which it had been 
immersed during restoration. 
 
The find was displayed close to a wall and resting on a stand that 
maintained its correct anatomical position. Given the physical 
characteristics of the object, the impossibility of moving the 
element due to its weight, and the difficulty of acquisition due to 
its location, it was decided to acquire the Mosasaurus using an 
Artec Space Spider structured light projection scanner. This type 
of scanner allows acquisitions to be made at a close distance, plus 
adjusting the instrument sensitivity to overcome the problems 
caused by surface refraction. 
 
The object and its base were acquired at 4 FPS, with texture data 
recorded every 3rd frame, and scanner sensitivity set to a low-
medium level. The obtained scans were processed with Artec 
Studio 15 software (https://www.artec3d.com/). 
 
The resulting mesh showed some small holes due to the surface 
irregularity and two huge ones in the lower portion of the skull at 
the exhibition stand and the support surface. Smaller and less 
complex holes were semi-automatically closed by the software, 
while the two larger ones required manually bridging their edges 
to reduce surface area and facilitate closure. Finally, the 
reconstructed surfaces have been chamfered to smooth out the 
difference between these and the surrounding surface (Fig. 4). 
 

 
Figure 4. From left, the RAWp, the DCHO and the Refinement 

Trace Map of CS2. 
 
3.2.3 Geometric complexity: The Hammerhead Shark (CS3) 
was featured in the exhibition dedicated to Ulisse Aldrovandi, 
alongside other zoological fish specimens distinguished by their 
complex geometry. 
 
It posed several challenges during the digital acquisition process, 
primarily due to its intricate shape and fixed position on a support 
structure from which it could not be removed. Photogrammetry 
was chosen as the most suitable acquisition technique, as the 
inability to reposition the specimen would have restricted the 
range of scanning angles, resulting in occlusions and incomplete 
data capture with structured-light scanning.  
 
The acquisition was conducted using a Sony Alpha 7i, placing 
the model inside an open white box and covering the support 
structure with a white cloth to minimise reflections. Camera 
settings were maintained at ISO 800, f/10 aperture, 28mm focal 
length, and a 1.6-second exposure time. The support was later 
reconstructed through manual 3D modelling in Blender. 
Following the photogrammetric reconstruction in 3DF Zephyr, 
the processed model exhibited numerous geometric holes, 
particularly in the thinner regions of the body, such as the head, 
fins and tail. These holes were primarily attributed to small 
cavities, occlusions and difficulties in achieving sufficient image 
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overlap in these areas. Additional holes were observed in the 
lower portion of the body, caused both by the difficulty of 
capturing it with the camera lens and the features of the fish's 
skin, which disrupted texture reconstruction. The interplay of 
these factors led to challenges in achieving an accurate and 
complete representation of the specimen’s surface 
characteristics. The holes were closed using a combination of 
semi-automatic and manual operations, all carried out in Blender. 
 
Nevertheless, the baking process highlights not only the regions 
where new geometry has been introduced but also those where 
texture reconstruction proves particularly challenging. A notable 
example is the junction between the right fin and the body of the 
hammerhead shark, where a chromatic inconsistency is observed. 
This anomaly likely arises from difficulties in re-establishing a 
seamless texture transition in that specific area (Fig. 5). 
 

 
Figure 5. From the bottom, the RAWp, the DCHO and the 

Refinement Trace Map of CS3. 
 
3.2.4 Non-Lambertian characteristics: The Linum botanical 
model (CS4), part of the Brendel collection 
(https://sma.unibo.it/it/il-sistema-museale/orto-botanico-ed-
erbario/collezioni/i-modelli-botanici-brendel), historically used 
for educational purposes in academic institutions, was selected 
for digital acquisition as part of the exhibition dedicated to Ulisse 
Aldrovandi.  
 
The model, representing the flower of Linum usitatissimum—a 
plant belonging to the Linaceae family—is characterised by a 
high level of accuracy in relation to the actual flower and was 
originally constructed using a variety of materials, primarily 
wood, metal, and wax. The presence of a reflective, multi-
material surface posed significant challenges during its 
acquisition. 
 
The acquisition was conducted using a Nikon D3300 digital 
camera equipped with a 24 mm focal length lens. Image capture 
settings included an aperture of f/11, an exposure time of 1/11s, 
and ISO set to 400. The model was placed on a turntable to 
facilitate full rotational coverage during image capture. The 
image dataset was processed using 3DF Zephyr; due to the 
reflective surface, several alignment issues caused major holes. 
The resulting reconstruction exhibited significant deficiencies, 
particularly in the inner and outer regions of the petals. The initial 
RAWp model contained substantial holes and interpolated areas, 
especially on the lower portion of the bud. 
 
Subsequent post-processing was carried out in Blender. Missing 
anatomical features, including the stem and internal pistils, were 
reconstructed. These elements, originally represented by 

elongated geometries, had been subject to distortion and 
interpolation during the processing phase.  
 
Manual reconstruction was performed to design these incomplete 
features using regular geometries consistent with the original 
physical model. Afterwards, the model was reimported into 3DF 
Zephyr –maintaining its original local coordinates–and the 
texture was reprojected on the reconstructed model. Even after 
reprojection, the texture still showed holes, which were resolved 
through editing operations performed in Blender using the 
“clone” feature of the texture painting tool, as well as through 
manual refinement in Photoshop 
(https://www.adobe.com/it/products/photoshop.html). 
 
The model of the Linum required substantial manual intervention 
to produce a version suitable for dissemination. The reflective 
metallic texture, along with the complex geometry composed of 
thin and easily distorted elements, were the main factors 
contributing to the gaps and inconsistencies in the model (Fig. 6). 
 

 
Figure 6. From left, the RAWp, the DCHO and the Refinement 

Trace Map of CS4. 
 
The Aldrovandi bust (CS5), part of the permanent collection of 
Palazzo Poggi Museum, is a medium-sized object in white 
marble whose surface is light and pretty reflective due to material 
properties. The bust is displayed on a pedestal and brightened by 
several spotlights. 
 
Given the size and the difficulty of acquisition due to its height, 
it was decided to acquire the bust using an Artec Eva structured 
light projection scanner. The object was acquired at 8 FPS, with 
texture recorded every 3rd frame; then, the obtained scans were 
processed with Artec Studio 15 software. 
 
Although the marble surface was visually opaque, the material, 
affected by the spotlights, prevented the correct acquisition of 
some areas, such as part of the base of the torso and the top of the 
head, where gaps were created; the remaining holes, however, 
were located at the undercuts of the robe. Therefore, the resulting 
RAWp model was mostly complete due to the Artec Eva 
scanner's automatic sensitivity adjustment, which allows even 
objects whose surface is reflective or translucent to be easily 
captured. Given the regularity and simplicity of the gaps, these 
were closed semi-automatically within the Artec software (Fig. 
7).  
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Figure 7. From left, the RAWp, the DCHO and the Refinement 

Trace Map of CS5. 
 
3.3 TRACE Web3D tool 
 
To provide a way to interactively visualise, compare and 
highlight specific areas involved in the described processes, a 
small online Web3D tool, called TRACE 
(https://aton.ispc.cnr.it/a/trace/), was developed.  
 
The tool is based on the ATON framework developed by ISPC-
CNR (Fanini et al. 2021): an open-source project that offers 
several features, including cross-device presentation (from 
mobile devices, workstation, up to XR devices); physically-based 
rendering (PBR); various XR presentation modes; semantic 
annotations and much more. 
 
The open-source Web3D TRACE tool 
(https://github.com/phoenixbf/trace) was developed using the 
“plug&play” architecture of the ATON framework: this model 
allows to quickly craft javascript web-apps with custom logic and 
user interface, while accessing core ATON features - for more 
details on the app architecture see (Fanini et al. 2021, section 
3.3).  
 
Similarly to previous projects, this approach allowed to 
accelerate the development and deployment of the interactive 
Web3D application. Specifically, it was designed to interactively 
present a given 3D item (a glTF 3D model with standard maps, 
like base color, normal map, roughness, metalness, etc.) and 
associated Refinement Trace Maps. TRACE can access such data 
managed on a centralised collection on cloud storage. This is 
possible thanks to specific ATON features related to 3D 
collections, already providing routines to access items (3D 
models) from online locations and use them for presentation or 
scene composition - for more details, see (Fanini et al. 2021, 
section 3.2).  
 

 
Figure 8. Testing the TRACE tool on the 3D model of the 

taxidermied Himalayan Monal. 
 
Custom functionalities operating on item materials allow the 
control of the visualisation and inspection of color-coded 
information, using a slider (Fig. 8). Specifically, a custom 
fragment shader was used to control the base color of the 3D 

model and associated Refinement Trace Maps (see github 
repository of the TRACE tool). The designed routines also allow 
handling 3D items with multiple atlases associated and multiple 
Refinement Trace Maps. 
 

4. Discussion and conclusion 
 
Building upon an established pipeline, this article aims to address 
two specific research questions (RQ1 and RQ2) based on the 
results obtained and the taxonomy (Fig. 1) developed within the 
project framework. 
 
In response to RQ1, the proposed clustering (Table 1) serves to 
identify the main problematic conditions encountered during the 
acquisition campaigns, offering concrete implementation 
examples that illustrate these challenges. At the same time, the 
presentation of the case studies is closely tied to the hole-filling 
process, which often requires extensive manual intervention, as 
demonstrated in the case studies presented. Regardless of 
whether the hole- and gap-filling process is carried out 
algorithmically, through AI inference, or manually, thorough 
tracking and documentation remain essential in the research 
ecosystem. Within this context, the present contribution does not 
advocate for manual over automated interventions. Rather, it 
introduces one possible approach capable of retrospectively 
tracking modifications in a manner that remains as neutral as 
possible with respect to the software used. 
 
Addressing RQ2, the proposed methodological extension 
involves the generation of Refinement Trace Maps, which are 
color-coded maps derived from a semi-automated process, 
intended for real-time visualisation and comparison using a 3D 
web-based tool. While it is relatively straightforward to define a 
standard parametric threshold for detecting changes between 
different mesh versions, it remains challenging to establish a 
consistent value for the selective identification of hole types, as 
this may vary depending on the initial mesh’s level of accuracy. 
At present, the generated Refinement Trace Maps are limited to 
offering a binary value, distinguishing between the presence (0) 
and absence (1) of data. Looking forward, the goal is to develop 
more nuanced color-coded maps, where each color corresponds 
to a semantic value indicating the nature and cause of the 
integration—such as areas of low confidence, fully reconstructed 
sections, or minor manual adjustments. These color-coded 
outputs are envisioned as structured and machine-readable 
information layers. 
 
This approach opens up new possibilities for auditing and 
reviewing digital restoration workflows, helping institutions and 
professionals maintain a higher degree of accountability and 
control over the digital lifecycle of cultural heritage assets. It also 
supports better-informed decisions regarding the future use and 
sharing of data, including scholarly analysis, virtual exhibitions, 
and long-term digital preservation. 
 
In conclusion, the objective of this contribution, along with its 
prospective developments, is to further enhance the transparency 
of a well-established methodology and to improve 3D object 
reconstructions by enriching them with greater informational 
depth, integrating metadata that communicates data certainty and 
quality alongside geometric and textural attributes. 
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